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Intel Xeon Phi specific considerationsIntel Xeon Phi specific considerations

● Intel Xeon Phi coprocessors (vs GPUs) are less dependent on host
– can login on the coprocessor, develop, and run  programs in native mode

● There is no high-level API similar to CUDA/OpenCL facilitating Intel Xeon 
Phi’s use from the host

– OpenCL 1.2 support is available for Intel Xeon Phi as of Intel SDK XE 2013 
Beta

● There is Phi-specific syntax for pragma programming
– Syntax: #pragma offload target(mic:0) in(a,b) out(c) wait(x) 
– It may be too high-level for some HPC applications and numerical libraries

● Compiler offload interface (COI)
● We used Intel Xeon Phi’s Low Level API (LLAPI) to develop MAGMA API

– Allows us to uniformly handle hybrid systems
– Messaging API  (SCIF) is platform-specific
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MAGMA MIC programming modelMAGMA MIC programming model

● Intel Xeon Phi acts as coprocessor
● On the Intel Xeon Phi, MAGMA runs 

a “server”
● Communications are implemented 

using LLAPI and SCIF
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MAGMA MIC Cholesky CodeMAGMA MIC Cholesky Code
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MAGMA MIC Performance ( QR )MAGMA MIC Performance ( QR )
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MAGMA MIC Performance (Cholesky)MAGMA MIC Performance (Cholesky)
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MAGMA MIC Performance (LU)MAGMA MIC Performance (LU)
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MAGMA MIC Performance (LU, QR, Chol.)MAGMA MIC Performance (LU, QR, Chol.)
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MAGMA MIC Performance (Hessenberg)MAGMA MIC Performance (Hessenberg)
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From Single to Multi-MIC SupportFrom Single to Multi-MIC Support

● Data distribution
– 1-D block-cyclic distribution

● Algorithm
– MIC holding current panel is 

sending
it to CPU

– All updates are done in parallel on
the MICs

– Look-ahead is done with MIC 
holding
the next panel
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MAGMA MIC Scalability for LU (real64)MAGMA MIC Scalability for LU (real64)
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MAGMA MIC Scalability for QR (real64)MAGMA MIC Scalability for QR (real64)
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MAGMA MIC Scalability for Cholesky (real64)MAGMA MIC Scalability for Cholesky (real64)
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