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StarPU run-time systemPLASMA / QUARK

MAGMA 1.3      Hybrid LAPACK and Tile Kernels 

Hybrid LAPACK/ScaLAPACK & Tile Algorithms / MORSE / ParSEC

MAGMA Software StackMAGMA Software Stack

● C/C++, Fortran● Linux, Windows, Mac OS X

!
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DGEMM in OpenCLDGEMM in OpenCL

GPU: Tahiti  (AMD Radeon HD 7900)
          264 GB/s memory bandwidth
          3.79 Tflop/s SP, 947 Gflop/s DP
          32 x 64 (2048 stream proc.)

Kazuya Matsumoto, Naohito Nakasato, Stanislav G.Sedukhin, Implementing a Code Generator for Fast 
Matrix Multiplication in OpenCL on the GPU, University of Aizu, Japan, July 2, 2012.



Programming modelProgramming model

Host program

OpenCL interface – communications

OpenCL interface – AMD APPML BLAS

Host program



clMAGMA Cholesky Factorization (real64)clMAGMA Cholesky Factorization (real64)



clMAGMA LU Factorization (real64)clMAGMA LU Factorization (real64)



clMAGMA QR Factorization (real64)clMAGMA QR Factorization (real64)



clMAGMA Hessenberg Reduction (real64)clMAGMA Hessenberg Reduction (real64)



Performance Optimization Based on TracesPerformance Optimization Based on Traces

● CPU-GPU communications
● A dgetrf trace example:

panelpanel

dgemmdgemm

dtrsmdtrsm

dsetdset

dgetdget





OpenCL-specific optimizationsOpenCL-specific optimizations

Benchmarks to 
discover OpenCL 
specifics

Benchmarks to 
discover OpenCL 
specifics



Compute Panels entirely on GPU?Compute Panels entirely on GPU?
● Important to have for both

– Dense, certain sparse linear 
system, and

– eigen-problem solvers 
● Can we factor panels faster on 

GPU?
– Panels are memory bound

● Latencies may be a bottleneck
– 64-column panel requires the 

invocation of about 400 kernels
● Performance of QR panels in 

double precision on:
– Kepler (in CUDA)
– Tahiti (in OpenCL), and
– 16 Intel Sandy Bridge cores

M N CUDA OpenCL Sandy

103 64 5 94 9

104 64 7 104 17

105 64 36 131 89

106 64 365 528 1431

Difference is due to latencies (in our software and/or 
hardware configuration) as shown by increasing the 
problem size.

Difference is due to latencies (in our software and/or 
hardware configuration) as shown by increasing the 
problem size.


