    Drupal-Biblio 13    Maksim Melnichenko  Oleg Balabanov  Riley Murray  James Demmel  Michael W. Mahoney  Piotr Luszczek   CholeskyQR with Randomization and Pivoting for Tall Matrices (CQRRPT)   2024   2024-02    https://arxiv.org/abs/2311.08316  arXiv  eng  This paper develops and analyzes a new algorithm for QR decomposition with column pivoting (QRCP) of rectangular matrices with large row counts. The algorithm combines methods from randomized numerical linear algebra in a particularly careful way in order to accelerate both pivot decisions for the input matrix and the process of decomposing the pivoted matrix into the QR form. The source of the latter acceleration is a use of randomized preconditioning and CholeskyQR. Comprehensive analysis is provided in both exact and finite-precision arithmetic to characterize the algorithm's rank-revealing properties and its numerical stability granted probabilistic assumptions of the sketching operator. An implementation of the proposed algorithm is described and made available inside the open-source RandLAPACK library, which itself relies on RandBLAS - also available in open-source format. Experiments with this implementation on an Intel Xeon Gold 6248R CPU demonstrate order-of-magnitude speedups relative to LAPACK's standard function for QRCP, and comparable performance to a specialized algorithm for unpivoted QR of tall matrices, which lacks the strong rank-revealing properties of the proposed method.  Drupal-Biblio 17    Slattery, Samuel A  Surjuse, Kshitijkumar A  Peterson, Charles  Penchoff, Deborah A  Valeev, Edward   Economical Quasi-Newton Unitary Optimization of Electronic Orbitals  Physical Chemistry Chemical Physics  Phys. Chem. Chem. Phys.   2024   2023-12    http://pubs.rsc.org/en/Content/ArticleLanding/2024/CP/D3CP05557  eng  We present an efficient quasi-Newton orbital solver optimized to reduce the number of gradient evaluations and other computational steps of comparable cost. The solver optimizes orthogonal orbitals by sequences of unitary rotations generated by the (preconditioned) limited-memory Broyden-Fletcher-Goldfarb-Shanno (L-BFGS) algorithm equipped with trust-region step restriction. The low-rank structure of the L-BFGS inverse Hessian is exploited when solving the trust-region problem. The efficiency of the proposed ``Quasi-Newton Unitary Optimization with Trust-Region'' (QUOTR) solver is compared to that of the standard Roothaan-Hall approach accelerated by the Direct Inversion of Iterative Subspace (DIIS), and other exact and approximate Newton solvers for mean-field (Hartree-Fock and Kohn-Sham) problems.  Drupal-Biblio 13    Torsten Hoefler  Marcin Copik  Pete Beckman  Andrew Jones  Ian Foster  Manish Parashar  Daniel Reed  Matthias Troyer  Thomas Schulthess  Dan Ernst  Jack Dongarra   XaaS: Acceleration as a Service to Enable Productive High-Performance Cloud Computing   2024   2024-01    https://arxiv.org/abs/2401.04552  arXiv  eng  HPC and Cloud have evolved independently, specializing their innovations into performance or productivity. Acceleration as a Service (XaaS) is a recipe to empower both fields with a shared execution platform that provides transparent access to computing resources, regardless of the underlying cloud or HPC service provider. Bridging HPC and cloud advancements, XaaS presents a unified architecture built on performance-portable containers. Our converged model concentrates on low-overhead, high-performance communication and computing, targeting resource-intensive workloads from climate simulations to machine learning. XaaS lifts the restricted allocation model of Function-as-a-Service (FaaS), allowing users to benefit from the flexibility and efficient resource utilization of serverless while supporting long-running and performance-sensitive workloads from HPC.  Drupal-Biblio 47    Thiyagalingam, Jeyan  von Laszewski, Gregor  Yin, Junqi  Emani, Murali  Papay, Juri  Barrett, Gregg  Luszczek, Piotr  Tsaris, Aristeidis  Kirkpatrick, Christine  Wang, Feiyi  Gibbs, Tom  Vishwanath, Venkatram  Shankar, Mallikarjun  Fox, Geoffrey  Hey, Tony   Anzt, Hartwig  Bienz, Amanda  Luszczek, Piotr  Baboulin, Marc   AI Benchmarking for Science: Efforts from the MLCommons Science Working Group  Lecture Notes in Computer Science   2023   2023-01    https://link.springer.com/chapter/10.1007/978-3-031-23220-6_4  Springer International Publishing  13387  47 - 64  978-3-031-23219-0  eng  With machine learning (ML) becoming a transformative tool for science, the scientific community needs a clear catalogue of ML techniques, and their relative benefits on various scientific problems, if they were to make significant advances in science using AI. Although this comes under the purview of benchmarking, conventional benchmarking initiatives are focused on performance, and as such, science, often becomes a secondary criteria.

In this paper, we describe a community effort from a working group, namely, MLCommons Science Working Group, in developing science-specific AI benchmarking for the international scientific community. Since the inception of the working group in 2020, the group has worked very collaboratively with a number of national laboratories, academic institutions and industries, across the world, and has developed four science-specific AI benchmarks. We will describe the overall process, the resulting benchmarks along with some initial results. We foresee that this initiative is likely to be very transformative for the AI for Science, and for performance-focused communities.  Drupal-Biblio 17    Deshmukh, Sameer  Yokota, Rio  Bosilca, George   Cache Optimization and Performance Modeling of Batched, Small, and Rectangular Matrix Multiplication on Intel, AMD, and Fujitsu Processors  ACM Transactions on Mathematical Software  ACM Trans. Math. Softw.   2023   2023-09    https://dl.acm.org/doi/10.1145/3595178  49  1 - 29  eng  Factorization and multiplication of dense matrices and tensors are critical, yet extremely expensive pieces of the scientific toolbox. Careful use of low rank approximation can drastically reduce the computation and memory requirements of these operations. In addition to a lower arithmetic complexity, such methods can, by their structure, be designed to efficiently exploit modern hardware architectures. The majority of existing work relies on batched BLAS libraries to handle the computation of many small dense matrices. We show that through careful analysis of the cache utilization, register accumulation using SIMD registers and a redesign of the implementation, one can achieve significantly higher throughput for these types of batched low-rank matrices across a large range of block and batch sizes. We test our algorithm on three CPUs using diverse ISAs – the Fujitsu A64FX using ARM SVE, the Intel Xeon 6148 using AVX-512, and AMD EPYC 7502 using AVX-2, and show that our new batching methodology is able to obtain more than twice the throughput of vendor optimized libraries for all CPU architectures and problem sizes.  3  Drupal-Biblio 17    Luszczek, Piotr  Sid-Lakhdar, Wissam M  Dongarra, Jack   Combining multitask and transfer learning with deep Gaussian processes for autotuning-based performance engineering  The International Journal of High Performance Computing Applications  The International Journal of High Performance Computing Applications   2023   2023-03    http://journals.sagepub.com/doi/10.1177/10943420231166365  eng  We combine deep Gaussian processes (DGPs) with multitask and transfer learning for the performance modeling and optimization of HPC applications. Deep Gaussian processes merge the uncertainty quantification advantage of Gaussian processes (GPs) with the predictive power of deep learning. Multitask and transfer learning allow for improved learning efficiency when several similar tasks are to be learned simultaneously and when previous learned models are sought to help in the learning of new tasks, respectively. A comparison with state-of-the-art autotuners shows the advantage of our approach on two application problems. In this article, we combine DGPs with multitask and transfer learning to allow for both an improved tuning of an application parameters on problems of interest but also the prediction of parameters on any potential problem the application might encounter.  Drupal-Biblio 17    Valeev, Edward F.  Harrison, Robert J.  Holmes, Adam A.  Peterson, Charles C.  Penchoff, Deborah A.   Direct Determination of Optimal Real-Space Orbitals for Correlated Electronic Structure of Molecules  Journal of Chemical Theory and Computation  J. Chem. Theory Comput.   2023   2023-10    https://pubs.acs.org/doi/10.1021/acs.jctc.3c00732  19  7230 - 7241  eng  We demonstrate how to determine numerically nearly exact orthonormal orbitals that are optimal for the evaluation of the energy of arbitrary (correlated) states of atoms and molecules by minimization of the energy Lagrangian. Orbitals are expressed in real space using a multiresolution spectral element basis that is refined adaptively to achieve the user-specified target precision while avoiding the ill-conditioning issues that plague AO basis set expansions traditionally used for correlated models of molecular electronic structure. For light atoms, the orbital solver, in conjunction with a variational electronic structure model [selected Configuration Interaction (CI)] provides energies of comparable precision to a state-of-the-art atomic CI solver. The computed electronic energies of atoms and molecules are significantly more accurate than the counterparts obtained with the orbital sets of the same rank expanded in Gaussian AO bases, and can be determined even when linear dependence issues preclude the use of the AO bases. It is feasible to optimize more than 100 fully correlated numerical orbitals on a single computer node, and significant room exists for additional improvement. These findings suggest that real-space orbital representations might be the preferred alternative to AO representations for high-end models of correlated electronic states of molecules and materials.  20  Drupal-Biblio 47    Sameer Deshmukh  Rio Yokota  George Bosilca  Qinxiang Ma   O(N) distributed direct factorization of structured dense matrices using runtime systems  52nd International Conference on Parallel Processing (ICPP 2023)   2023   2023-08    https://dl.acm.org/doi/proceedings/10.1145/3605573  ACM  Salt Lake City, Utah  9798400708435  eng  Drupal-Biblio 13    Torsten Hoefler  Bjorn Stevens  Andreas F. Prein  Johanna Baehr  Thomas Schulthess  Thomas F. Stocker  John Taylor  Daniel Klocke  Pekka Manninen  Piers M. Forster  Tobias Kölling  Nicolas Gruber  Hartwig Anzt  Claudia Frauen  Florian Ziemen  Milan Klöwer  Karthik Kashinath  Christoph Schär  Oliver Fuhrer  Bryan N. Lawrence   Earth Virtualization Engines - A Technical Perspective   2023   2023-09    https://arxiv.org/abs/2309.09002  eng  Participants of the Berlin Summit on Earth Virtualization Engines (EVEs) discussed ideas and concepts to improve our ability to cope with climate change. EVEs aim to provide interactive and accessible climate simulations and data for a wide range of users. They combine high-resolution physics-based models with machine learning techniques to improve the fidelity, efficiency, and interpretability of climate projections. At their core, EVEs offer a federated data layer that enables simple and fast access to exabyte-sized climate data through simple interfaces. In this article, we summarize the technical challenges and opportunities for developing EVEs, and argue that they are essential for addressing the consequences of climate change.  Drupal-Biblio 47    Li, Jiali  Bosilca, George  Bouteiller, Aurélien  Nicolae, Bogdan   Elastic deep learning through resilient collective operations  SC-W 2023: Workshops of The International Conference on High Performance Computing, Network, Storage, and Analysis   2023   2023-11    https://dl.acm.org/doi/abs/10.1145/3624062.3626080  ACM  Denver, CO  9798400707858  eng  A robust solution that incorporates fault tolerance and elastic scaling capabilities for distributed deep learning. Taking advantage of MPI resilient capabilities, aka. User-Level Failure Mitigation (ULFM), this novel approach promotes efficient and lightweight failure management and encourages smooth scaling in volatile computational settings. The proposed ULFM MPI-centered mechanism outperforms the only officially supported elastic learning framework, Elastic Horovod (using Gloo and NCCL), by a significant factor. These results reinforce the capability of MPI extension to deal with resiliency, and promote ULFM as an effective technique for fault management, minimizing downtime, and thereby enhancing the overall performance of distributed applications, in particular elastic training in high-performance computing (HPC) environments and machine learning applications.  Drupal-Biblio 13    Neil Lindquist  Piotr Luszczek  Jack Dongarra   Generalizing Random Butterfly Transforms to Arbitrary Matrix Sizes   2023   2023-12    https://arxiv.org/abs/2312.09376  arXiv  eng  Parker and Lê introduced random butterfly transforms (RBTs) as a preprocessing technique to replace pivoting in dense LU factorization. Unfortunately, their FFT-like recursive structure restricts the dimensions of the matrix. Furthermore, on multi-node systems, efficient management of the communication overheads restricts the matrix's distribution even more. To remove these limitations, we have generalized the RBT to arbitrary matrix sizes by truncating the dimensions of each layer in the transform. We expanded Parker's theoretical analysis to generalized RBT, specifically that in exact arithmetic, Gaussian elimination with no pivoting will succeed with probability 1 after transforming a matrix with full-depth RBTs. Furthermore, we experimentally show that these generalized transforms improve performance over Parker's formulation by up to 62\% while retaining the ability to replace pivoting. This generalized RBT is available in the SLATE numerical software library.  Drupal-Biblio 47    Abdelfattah, Ahmad  Tomov, Stanimire  Luszczek, Piotr  Anzt, Hartwig  Dongarra, Jack   GPU-based LU Factorization and Solve on Batches of Matrices with Band Structure  SC-W 2023: Workshops of The International Conference on High Performance Computing, Network, Storage, and Analysis   2023   2023-11    https://dl.acm.org/doi/abs/10.1145/3624062.3624247  ACM  Denver, CO  9798400707858  eng  This paper presents a portable and performance-efficient approach to solve a batch of linear systems of equations using Graphics Processing Units (GPUs). Each system is represented using a special type of matrices with a band structure above and/or below the diagonal. Each matrix is factorized using an LU factorization with partial pivoting for numerical stability. Subsequently, the factors are used to find the solution for as many right hand sides as needed. The width of the band is often small enough that performing a fully dense LU factorization results in poor performance. We follow the standard LAPACK specifications for addressing this type of problems and develop a dedicated solver that runs efficiently on GPUs. No similar solver is currently available in the vendor’s software stack, so performance results are shown on both NVIDIA and AMD GPUs relative to a parallel CPU solution utilizing OpenMP for thread-level parallelization.  Drupal-Biblio 17    Reed, Daniel  Gannon, Dennis  Dongarra, Jack   HPC Forecast: Cloudy and Uncertain  Communications of the ACM  Commun. ACM   2023   2023-01    https://dl.acm.org/doi/pdf/10.1145/3552309  66  82 - 90  eng  An examination of how the technology landscape has changed and possible future directions for HPC operations and innovation.  2  Drupal-Biblio 47    Omri Mor  George Bosilca  Marc Snir   Improving the Scaling of an Asynchronous Many-Task Runtime with a Lightweight Communication Engine  52nd International Conference on Parallel Processing (ICPP 2023)   asynchronous many-task  dynamic runtime  lightweight communication  low-rank Cholesky  message-passing  MPI  strong scaling   2023   2023-09    http://snir.cs.illinois.edu/listed/icpp2023-69.pdf  ACM  Salt Lake City, Utah  eng  There is a growing interest in Asynchronous Many-Task (AMT) runtimes as an efficient way to map irregular and dynamic parallel applications onto heterogeneous computing resources. In this work, we show that AMTs nonetheless struggle with communication bottlenecks when scaling computations strongly and that the design of commonly-used communication libraries such as MPI contribute to these bottlenecks. We replace MPI with LCI, a Lightweight Communication Interface that is designed for dynamic, asynchronous frameworks, as the communication layer for the PaRSEC runtime. The result is a significant reduction of end-to-end latency in communication microbenchmarks and a reduction of overall time-tosolution by up to 12% in HiCMA, a tile-based low-rank Cholesky factorization package.  Drupal-Biblio 21    Daniel Barry  Heike Jagode  Anthony Danalis  Jack Dongarra   Memory Traffic and Complete Application Profiling with PAPI Multi-Component Measurements   2023   2023-05  28th HIPS Workshop  St. Petersburg, FL  eng  Drupal-Biblio 10    Daniel Barry  Heike Jagode  Anthony Danalis  Jack Dongarra   Memory Traffic and Complete Application Profiling with PAPI Multi-Component Measurements  2023 IEEE International Parallel and Distributed Processing Symposium Workshops (IPDPSW)   GPU power  High Performance Computing  network traffic  papi  performance analysis  Performance Counters   2023   2023-08    https://ieeexplore.ieee.org/document/10196656  IEEE  St. Petersburg, Florida  eng  Some of the most important categories of performance events count the data traffic between the processing cores and the main memory. However, since these counters are not core-private, applications require elevated privileges to access them. PAPI offers a component that can access this information on IBM systems through the Performance Co-Pilot (PCP); however, doing so adds an indirection layer that involves querying the PCP daemon. This paper performs a quantitative study of the accuracy of the measurements obtained through this component on the Summit supercomputer. We use two linear algebra kernels---a generalized matrix multiply, and a modified matrix-vector multiply---as benchmarks and a distributed, GPU-accelerated 3D-FFT mini-app (using cuFFT) to compare the measurements obtained through the PAPI PCP component against the expected values across different problem sizes. We also compare our measurements against an in-house machine with a very similar architecture to Summit, where elevated privileges allow PAPI to access the hardware counters directly (without using PCP) to show that measurements taken via PCP are as accurate as the those taken directly. Finally, using both QMCPACK and the 3D-FFT, we demonstrate the diverse hardware activities that can be monitored simultaneously via PAPI hardware components.  Drupal-Biblio 47    Tsai, Yu-Hsiang Mike  Natalie Beams  Anzt, Hartwig   Wyrzykowski, Roman  Dongarra, Jack  Deelman, Ewa  Karczewski, Konrad   Mixed Precision Algebraic Multigrid on GPUs   Parallel Processing and Applied Mathematics (PPAM 2022)   Algebraic multigrid  GPUs  mixed precision  Portability   2023   2023-04    https://link.springer.com/10.1007/978-3-031-30442-2  Springer International Publishing  Cham  13826  978-3-031-30441-5  eng  In this paper, we present the first GPU-native platform-portable algebraic multigrid (AMG) implementation that allows the user to use different precision formats for the distinct multigrid levels. The AMG we present uses an aggregation size 2 parallel graph match as the AMG coarsening strategy. The implementation provides a high level of flexibility in terms of configuring the bottom-level solver and the precision format for the distinct levels. We present convergence and performance results on the GPUs from AMD, Intel, and NVIDIA, and compare against corresponding functionality available in other libraries.  Drupal-Biblio 47    Schuchart, Joseph  George Bosilca   MPI Continuations And How To Invoke Them  Sustained Simulation Performance 2021   2023   2023-02    https://link.springer.com/10.1007/978-3-031-18046-0  Springer International Publishing  Cham  67 - 83  978-3-031-18045-3  eng  Asynchronous programming models (APM) are gaining more and more traction, allowing applications to expose the available concurrency to a runtime system tasked with coordinating the execution. While MPI has long provided support for multi-threaded communication and non-blocking operations, it falls short of adequately supporting the asynchrony of separate but dependent parts of an application coupled by the start and completion of a communication operation. Correctly and efficiently handling MPI communication in differentAPMmodels is still a challenge. We have previously proposed an extension to the MPI standard providing operation completion notifications using callbacks, so-called MPI Continuations. This interface is flexible enough to accommodate a wide range of different APMs. In this paper, we discuss different variations of the callback signature and how to best pass data from the code starting the communication operation to the code reacting to its completion. We establish three requirements (efficiency, usability, safety) and evaluate different variations against them. Finally, we find that the current choice is not the best design in terms of both efficiency and safety and propose a simpler, possibly more efficient and safe interface. We also show how the transfer of information into the continuation callback can be largely automated using C++ lambda captures.  Drupal-Biblio 47    Sid-Lakhdar, Wissam  Cayrols, Sebastien  Bielich, Daniel  Abdelfattah, Ahmad  Luszczek, Piotr  Gates, Mark  Tomov, Stanimire  Johansen, Hans  Williams-Young, David  Davis, Timothy  Dongarra, Jack  Anzt, Hartwig   PAQR: Pivoting Avoiding QR factorization  2023 IEEE International Parallel and Distributed Processing Symposium (IPDPS)   2023    https://ieeexplore.ieee.org/document/10177407/  IEEE  St. Petersburg, FL, USA  eng  Drupal-Biblio 47    Ribizel, Tobias  Anzt, Hartwig   Parallel Symbolic Cholesky Factorization  SC-W 2023: Workshops of The International Conference on High Performance Computing, Network, Storage, and Analysis   2023   2023-11    https://dl.acm.org/doi/proceedings/10.1145/3624062  ACM  Denver, CO  9798400707858  eng  We present a hybrid sequential/parallel symbolic Cholesky factorization algorithm that computes the sparsity pattern of the symbolic factors in parallel. We evaluate the performance on a large subset of the SuiteSparse matrix collection and multicore CPUs as well as flagship GPUs by AMD and NVIDIA, achieving speedups of an order of magnitude compared to a state-of-the-art sequential symbolic Cholesky factorization.  Drupal-Biblio 47    Mishler, Daniel  Ciesko, Jan  Olivier, Stephen  Bosilca, George   Performance Insights into Device-initiated RMA Using Kokkos Remote Spaces  2023 IEEE International Conference on Cluster Computing Workshops (CLUSTER Workshops)   2023   2023-11    https://ieeexplore.ieee.org/document/10321871/  IEEE  Santa Fe, NM, USA  eng  Achieving scalable performance on supercomputers requires careful coordination of communication and computation. Often, MPI applications rely on buffering, packing, and sorting techniques to accommodate a two-sided API, minimize communication overhead, and achieve performance goals. As interconnects between accelerators become more performant and scalable, programming models such as SHMEM may have the opportunity to enable bandwidth maximization along with ease of programming. In this work, we take a closer look at device-initiated PGAS programming models using NVIDIA Corp’s NVSHMEM communication library and our interface through the Kokkos Remote Spaces project. We show that benchmarks can benefit from this programming model in terms of performance and programmability. We anticipate similar results for miniapplications.  Drupal-Biblio 47    Aggarwal, Isha  Nayak, Pratik  Kashi, Aditya  Anzt, Hartwig   Doug, Kothe  Al, Geist  Pophale, Swaroop  Liu, Hong  Parete-Koon, Suzanne   Preconditioners for Batched Iterative Linear Solvers on GPUs  Smoky Mountains Computational Sciences and Engineering Conference   2023   2023-01    https://link.springer.com/chapter/10.1007/978-3-031-23606-8_3  Springer Nature Switzerland  169075  38 - 53  978-3-031-23605-1  eng  Batched iterative solvers can be an attractive alternative to batched direct solvers if the linear systems allow for fast convergence. In non-batched settings, iterative solvers are often enhanced with sophisticated preconditioners to improve convergence. In this paper, we develop preconditioners for batched iterative solvers that improve the iterative solver convergence without incurring detrimental resource overhead and preserving much of the iterative solver flexibility. We detail the design and implementation considerations, present a user-friendly interface to the batched preconditioners, and demonstrate the convergence and runtime benefits over non-preconditioned batched iterative solvers on state-of-the-art GPUs for a variety of benchmark problems from finite difference stencil matrices, the Suitesparse matrix collection and a computational chemistry application.  Drupal-Biblio 47    Cao, Qinglei  Abdulah, Sameh  Ltaief, Hatem  Genton, Marc G.  Keyes, David  Bosilca, George   Reducing Data Motion and Energy Consumption of Geospatial Modeling Applications Using Automated Precision Conversion  2023 IEEE International Conference on Cluster Computing (CLUSTER)   2023   2023-11    https://ieeexplore.ieee.org/document/10319946/  IEEE  Santa Fe, NM, USA  eng  The burgeoning interest in large-scale geospatial modeling, particularly within the domains of climate and weather prediction, underscores the concomitant critical importance of accuracy, scalability, and computational speed. Harnessing these complex simulations’ potential, however, necessitates innovative computational strategies, especially considering the increasing volume of data involved. Recent advancements in Graphics Processing Units (GPUs) have opened up new avenues for accelerating these modeling processes. In particular, their efficient utilization necessitates new strategies, such as mixed-precision arithmetic, that can balance the trade-off between computational speed and model accuracy. This paper leverages PaRSEC runtime system and delves into the opportunities provided by mixed-precision arithmetic to expedite large-scale geospatial modeling in heterogeneous environments. By using an automated conversion strategy, our mixed-precision approach significantly improves computational performance (up to 3X) on Summit supercomputer and reduces the associated energy consumption on various Nvidia GPU generations. Importantly, this implementation ensures the requisite accuracy in environmental applications, a critical factor in their operational viability. The findings of this study bear significant implications for future research and development in high-performance computing, underscoring the transformative potential of mixed-precision arithmetic on GPUs in addressing the computational demands of large-scale geospatial modeling and making a stride toward a more sustainable, efficient, and accurate future in large-scale environmental applications.  Drupal-Biblio 27    Anne Benoit  Thomas Herault  Lucas Perotin  Yves Robert  Frederic Vivien   Revisiting I/O bandwidth-sharing strategies for HPC applications  INRIA Research Report   bandwidth sharing  HPC applications  I/O  scheduling strategy   2023   2023-03    https://hal.inria.fr/hal-04038011  RR-9502  INRIA  eng  This work revisits I/O bandwidth-sharing strategies for HPC applications. When several applications post concurrent I/O operations, well-known approaches include serializing these operations (First-Come First-Served) or fair-sharing the bandwidth across them (FairShare). Another recent approach, I/O-Sets, assigns priorities to the applications, which are classified into different sets based upon the average length of their iterations. We introduce several new bandwidth-sharing strategies, some of them simple greedy algorithms, and some of them more complicated to implement, and we compare them with existing ones. Our new strategies do not rely on any a-priori knowledge of the behavior of the applications, such as the length of work phases, the volume of I/O operations, or some expected periodicity. We introduce a rigorous framework, namely steady-state windows, which enables to derive bounds on the competitive ratio of all bandwidth-sharing strategies for three different objectives: minimum yield, platform utilization, and global efficiency. To the best of our knowledge, this work is the first to provide a quantitative assessment of the online competitiveness of any bandwidth-sharing strategy. This theory-oriented assessment is complemented by a comprehensive set of simulations, based upon both synthetic and realistic traces. The main conclusion is that our simple and low-complexity greedy strategies significantly outperform First-Come First-Served, FairShare and I/O-Sets, and we recommend that the I/O community implements them for further assessment.  Drupal-Biblio 17    José I. Aliaga  Hartwig Anzt  Enrique S. Quintana-Orti  Andres E. Thomas   Sparse matrix-vector and matrix-multivector products for the truncated SVD on graphics processors  Concurrency and Computation: Practice and Experience  Concurrency and Computation   graphics processing units  Singular value decomposition  sparse matrix-multivector product  sparse matrix-vector product   2023   2023-08    https://onlinelibrary.wiley.com/doi/pdf/10.1002/cpe.7871  eng  Many practical algorithms for numerical rank computations implement an iterative procedure that involves repeated multiplications of a vector, or a collection of vectors, with both a sparse matrix A and its transpose. Unfortunately, the realization of these sparse products on current high performance libraries often deliver much lower arithmetic throughput when the matrix involved in the product is transposed. In this work, we propose a hybrid sparse matrix layout, named CSRC, that combines the flexibility of some well-known sparse formats to offer a number of appealing properties: (1) CSRC can be obtained at low cost from the popular CSR (compressed sparse row) format; (2) CSRC has similar storage requirements as CSR; and especially, (3) the implementation of the sparse product kernels delivers high performance for both the direct product and its transposed variant on modern graphics accelerators thanks to a significant reduction of atomic operations compared to a conventional implementation based on CSR. This solution thus renders considerably higher performance when integrated into an iterative algorithm for the truncated singular value decomposition (SVD), such as the randomized SVD or, as demonstrated in the experimental results, the block Golub–Kahan–Lanczos algorithm.  Drupal-Biblio 10    Schuchart, Joseph  Hunold, Sascha  Bosilca, George   Synchronizing MPI Processes in Space and Time  EUROMPI '23: 30th European MPI Users' Group Meeting   2023   2023-09    https://dl.acm.org/doi/proceedings/10.1145/3615318  ACM  Bristol, United Kingdom  9798400709135  eng  Performance benchmarks are an integral part of the development and evaluation of parallel algorithms, both in distributed applications as well as MPI implementations themselves. The initial step of the benchmark process is to obtain a common timestamp to mark the start of an operation across all involved processes, and the state-of-the-art in many applications and widely used MPI benchmark suites is the use of MPI barriers. In this paper, we show that the synchronization in space provided by an MPI_Barrier is insufficient for proper benchmark results of parallel distributed algorithms, using MPI collective operations as examples. The resulting lack of a global start timestamp for an operation leads to skewed results, with a significant impact of the used barrier algorithm. In order to mitigate these issues, we propose and discuss the implementation of MPIX_Harmonize, which extends the synchronization in space provided by MPI_Barrier with a time synchronization to guarantee a common starting timestamp across all involved processes. By replacing the use of MPI_Barrier with MPIX_Harmonize, benchmark implementors can eliminate skews resulting from barrier algorithms and achieve stable performance benchmark results. We will show that the proper time synchronization can have significant impact on the benchmark results for various implementations of MPI_Allreduce, MPI_Reduce, and MPI_Bcast.  Drupal-Biblio 47    Sukkari, Dalal  Gates, Mark  Al Farhan, Mohammed  Anzt, Hartwig  Dongarra, Jack   Task-Based Polar Decomposition Using SLATE on Massively Parallel Systems with Hardware Accelerators  SC-W '23: Proceedings of the SC '23 Workshops of The International Conference on High Performance Computing, Network, Storage, and Analysis   2023   2023-11    https://dl.acm.org/doi/proceedings/10.1145/3624062  ACM  Denver, CO  9798400707858  eng  We investigate a new task-based implementation of the polar decomposition on massively parallel systems augmented with multiple GPUs using SLATE. We implement the iterative QR Dynamically-Weighted Halley (QDWH) algorithm, whose building blocks mainly consist of compute-bound matrix operations, allowing for high levels of parallelism to be exploited on various hardware architectures, such as NVIDIA, AMD, and Intel GPU-based systems. To achieve both performance and portability, we implement our QDWH-based polar decomposition in the SLATE library, which uses efficient techniques in dense linear algebra, such as 2D block cyclic data distribution and communication-avoiding algorithms, as well as modern parallel programming approaches, such as dynamic scheduling and communication overlapping, and uses OpenMP tasks to track data dependencies.

We report numerical accuracy and performance results. The benchmarking campaign reveals up to an 18-fold performance speedup of the GPU accelerated implementation compared to the existing state-of-the-art implementation for the polar decomposition.  Drupal-Biblio 17    Tsai, Yu-Hsiang Mike  Beams, Natalie  Anzt, Hartwig   Three-precision algebraic multigrid on GPUs  Future Generation Computer Systems   Algebraic multigrid  GPUs  mixed precision  Portability   2023   2023-07    https://www.sciencedirect.com/science/article/pii/S0167739X23002741  eng  Recent research has demonstrated that using low precision inside some levels of an algebraic multigrid (AMG) solver can improve performance without negatively impacting the AMG quality. In this paper, we build upon previous research and implement an AMG that can use double, single, and half precision for the distinct multigrid levels. The implementation is platform-portable across GPU architectures from AMD, Intel, and NVIDIA. In an experimental analysis, we demonstrate that the use of half precision can be a viable option in multigrid. We evaluate the performance of different AMG configurations and demonstrate that mixed precision AMG can provide runtime savings compared to a double precision AMG.  Drupal-Biblio 47    Neil Lindquist  Piotr Luszczek  Jack Dongarra   Using Additive Modifications in LU Factorization Instead of Pivoting  37th ACM International Conference on Supercomputing (ICS'23)   2023   2023-06  ACM  Orlando, FL  eng  Drupal-Biblio 17    Grützmacher, Thomas  Anzt, Hartwig  Quintana‐Ortí, Enrique S.   Using Ginkgo's memory accessor for improving the accuracy of memory‐bound low precision BLAS  Software: Practice and Experience  Softw Pract Exp   2023   Jan-01-2023    https://doi.org/10.1002/spe.3041  532  81 - 98  eng  1  Drupal-Biblio 47    Quentin Barbut  Anne Benoit  Thomas Herault  Yves Robert  Frederic Vivien   When to checkpoint at the end of a fixed-length reservation?  Fault Tolerance for HPC at eXtreme Scales (FTXS) Workshop   2023   2023-08    https://inria.hal.science/hal-04215554  Denver, United States  eng  This work considers an application executing for a fixed duration, namely the length of the reservation that it has been granted. The checkpoint duration is a stochastic random variable that obeys some well-known probability distribution law. The question is when to take a checkpoint towards the end of the execution, so that the expectation of the work done is maximized. We address two scenarios. In the first scenario, a checkpoint can be taken at any time; despite its simplicity, this natural problem has not been considered yet (to the best of our knowledge). We provide the optimal solution for a variety of probability distribution laws modeling checkpoint duration. The second scenario is more involved: the application is a linear workflow consisting of a chain of tasks with IID stochastic execution times, and a checkpoint can be taken only at the end of a task. First, we introduce a static strategy where we compute the optimal number of tasks before the application checkpoints at the beginning of the execution. Then, we design a dynamic strategy that decides whether to checkpoint or to continue executing at the end of each task. We instantiate this second scenario with several examples of probability distribution laws for task durations.  Drupal-Biblio 17    Abdulah, Sameh  Qinglei Cao  Pei, Yu  George Bosilca  Jack Dongarra  Genton, Marc G.  Keyes, David E.  Ltaief, Hatem  Sun, Ying   Accelerating Geostatistical Modeling and Prediction With Mixed-Precision Computations: A High-Productivity Approach With PaRSEC  IEEE Transactions on Parallel and Distributed Systems  IEEE Trans. Parallel Distrib. Syst.   Computational modeling  Covariance matrices  Data models  Maximum likelihood estimation  Predictive models  runtime  Task analysis   2022   2022-04    https://ieeexplore.ieee.org/document/9442267/https://ieeexplore.ieee.org/ielam/71/9575177/9442267-aam.pdfhttp://xplorestaging.ieee.org/ielx7/71/9575177/09442267.pdf?arnumber=9442267  33  964 - 976  eng  Geostatistical modeling, one of the prime motivating applications for exascale computing, is a technique for predicting desired quantities from geographically distributed data, based on statistical models and optimization of parameters. Spatial data are assumed to possess properties of stationarity or non-stationarity via a kernel fitted to a covariance matrix. A primary workhorse of stationary spatial statistics is Gaussian maximum log-likelihood estimation (MLE), whose central data structure is a dense, symmetric positive definite covariance matrix of the dimension of the number of correlated observations. Two essential operations in MLE are the application of the inverse and evaluation of the determinant of the covariance matrix. These can be rendered through the Cholesky decomposition and triangular solution. In this contribution, we reduce the precision of weakly correlated locations to single- or half- precision based on distance. We thus exploit mathematical structure to migrate MLE to a three-precision approximation that takes advantage of contemporary architectures offering BLAS3-like operations in a single instruction that are extremely fast for reduced precision. We illustrate application-expected accuracy worthy of double-precision from a majority half-precision computation, in a context where uniform single-precision is by itself insufficient. In tackling the complexity and imbalance caused by the mixing of three precisions, we deploy the PaRSEC runtime system. PaRSEC delivers on-demand casting of precisions while orchestrating tasks and data movement in a multi-GPU distributed-memory environment within a tile-based Cholesky factorization. Application-expected accuracy is maintained while achieving up to 1.59X by mixing FP64/FP32 operations on 1536 nodes of HAWK or 4096 nodes of Shaheen II , and up to 2.64X by mixing FP64/FP32/FP16 operations on 128 nodes of Summit , relative to FP64-only operations. This translates into up to 4.5, 4.7, ...  4  Drupal-Biblio 10    Ahmad Abdelfattah  Pieter Ghysels  Wajih Boukaram  Stanimire Tomov  Xiaoye Sherry Li  Jack Dongarra   Addressing Irregular Patterns of Matrix Computations on GPUs and Their Impact on Applications Powered by Sparse Direct Solvers  2022 International Conference for High Performance Computing, Networking, Storage and Analysis (SC22)   GPU computing  irregular computational workloads  lu factorization  multifrontal solvers  sparse direct solvers   2022   2022-11    https://dl.acm.org/doi/abs/10.5555/3571885.3571919  IEEE Computer Society  Dallas, TX  354-367  eng  Many scientific applications rely on sparse direct solvers for their numerical robustness. However, performance optimization for these solvers remains a challenging task, especially on GPUs. This is due to workloads of small dense matrices that are different in size. Matrix decompositions on such irregular workloads are rarely addressed on GPUs. This paper addresses irregular workloads of matrix computations on GPUs, and their application to accelerate sparse direct solvers. We design an interface for the basic matrix operations supporting problems of different sizes. The interface enables us to develop irrLU-GPU, an LU decomposition on matrices of different sizes. We demonstrate the impact of irrLU-GPU on sparse direct LU solvers using NVIDIA and AMD GPUs. Experimental results are shown for a sparse direct solver based on a multifrontal sparse LU decomposition applied to linear systems arising from the simulation, using finite element discretization on unstructured meshes, of a high-frequency indefinite Maxwell problem.  Drupal-Biblio 13    Alan Ayala  Stanimire Tomov  Piotr Luszczek  Sebastien Cayrols  Gerald Ragghianti  Jack Dongarra   Analysis of the Communication and Computation Cost of FFT Libraries towards Exascale  ICL Technical Report   2022   2022-07  ICL-UT-22-07  Innovative Computing Laboratory  eng  Drupal-Biblio 5    Anzt, Hartwig  Casas, Marc  Malossi,  Cristiano I.  Quintana-Ortí, Enrique S  Scheidegger, Florian  Zhuang, Sicong   Bosio, Alberto  Ménard, Daniel  Sentieys, Olivier   Approximate Computing for Scientific Applications  Approximate Computing Techniques   2022   2022-01    https://link.springer.com/chapter/10.1007/978-3-030-94705-7_14  322  Springer International Publishing  415 - 465  978-3-030-94704-0  eng  This chapter reviews the performance benefits that result from applying (software) approximate computing to scientific applications. For this purpose, we target two particular areas, linear algebra and deep learning, with the first one selected for being ubiquitous in scientific problems and the second one for its considerable and growing number of important applications both in industry and science.

The review of linear algebra in scientific computing is focused on the iterative solution of sparse linear systems, exposing the prevalent costs of memory accesses in these methods, and demonstrating how approximate computing can help to reduce these overheads, for example, in the case of stationary solvers themselves or the application of preconditioners for the solution of sparse linear systems via Krylov subspace methods.
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matrix in the system of equations. On the one hand, the QR factorization is an efficient method to solve such problems, but the solutions it produces may have large forward errors when the matrix is deficient. On the other hand, QR with column pivoting (QRCP) is able to produce smaller forward errors on deficient matrices, but its cost is prohibitive compared to QR. The aim of this paper is to propose PAQR, an alternative solution method with the same cost (or smaller) as QR and as accurate as QRCP in practical cases, for the solution of rank-deficient linear least-squares problems. After presenting the algorithm and its implementations on different architectures, we compare its accuracy and performance results on a variety of application problems.
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The spectrum of possibilities offered by RandNLA has created a virtuous cycle of contributions by numerical analysts, statisticians, theoretical computer scientists, and the machine learning community. Recent years have even seen the incorporation of certain RandNLA methods into MATLAB, the NAG Library, and NVIDIA’s cuSOLVER. In view of these developments, we believe the time is ripe to accelerate the adoption of RandNLA in the scientific community. In particular, we believe the community stands to benefit significantly from a suitably defined “RandBLAS” and “RandLAPACK,” to serve as standard libraries for RandNLA, in much the same way that BLAS and LAPACK serve as standards for deterministic linear algebra.
This monograph surveys the field of RandNLA as a step toward building mean- ingful RandBLAS and RandLAPACK libraries. Section 1 begins by setting scope and design principles for RandLAPACK and summarizing subsequent sections of the monograph. Section 2 focuses on RandBLAS, which is to be responsible for sketching. Details of functionality suitable for RandLAPACK are covered in the five sections that follow. Specifically, Sections 3 to 5 cover least squares and optimization, low- rank approximation, and other select problems that are well-understood in how they benefit from randomized algorithms. The remaining sections – on statistical leverage scores (Section 6) and tensor computations (Section 7) – read more like traditional surveys. The different flavor of these latter sections reflects how, in our assessment, the literature on these topics is still maturing.
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In this paper, we investigate the impact of the vectorization of MPI reduction operations. We propose an implementation of predefined MPI reduction operations using vector intrinsics (AVX and SVE) to improve the time-to-solution of the predefined MPI reduction operations. The evaluation of the resulting software stack under different scenarios demonstrates that the approach is not only efficient but also generalizable to many vector architectures. Experiments conducted on varied architectures (Intel Xeon Gold, AMD Zen 2, and Arm A64FX), show that the proposed vector extension optimized reduction operations significantly reduce completion time for collective communication reductions. With these optimizations, we achieve higher memory bandwidth and an increased efficiency for local computations, which directly benefit the overall cost of collective reductions and applications based on them.  Drupal-Biblio 17    Kovalchuk, Sergey V  Krzhizhanovskaya, Valeria V  Sloot, PMA  Závodszky, Gábor  Lees, Michael H  Paszyński, M  Jack Dongarra   20 years of computational science: Selected papers from 2020 International Conference on Computational Science  Journal of Computational Science   2021  53  101395–101395  eng  We thank the authors of the selected papers for their valuable contributions, the reviewers of this special section for their in-depth reviews and constructive comments, the ICCS program committee members, and workshop organizers for their diligent work ensuring the high standard of accepted ICCS papers. As always, we also thank Springer for publishing the conference proceedings and Elsevier for their continuous support and inspiration during the preparation and publishing of this virtual special issue.  Drupal-Biblio 13    Alan Ayala  Stanimire Tomov  Haidar, Azzam  Stoyanov, M.  Cayrols, Sebastien  Li, Jiali  George Bosilca  Jack Dongarra   Accelerating FFT towards Exascale Computing   2021  NVIDIA GPU Technology Conference (GTC2021)  eng  Drupal-Biblio 47    Ayala, Alan  Tomov, Stan  Stoyanov, Miroslav  Haidar, Azzam  Dongarra, Jack   Accelerating Multi - Process Communication for Parallel 3-D FFT  2021 Workshop on Exascale MPI (ExaMPI)   2021   2021-12    https://ieeexplore.ieee.org/document/9652837/  IEEE  St. Louis, MO, USA  eng  Today largest and most powerful supercomputers in the world are built on heterogeneous platforms; and using the combined power of multi-core CPUs and GPUs, has had a great impact accelerating large-scale applications. However, on these architectures, parallel algorithms, such as the Fast Fourier Transform (FFT), encounter that inter-processor communication become a bottleneck and limits their scalability. In this paper, we present techniques for speeding up multi-process communication cost during the computation of FFTs, considering hybrid network connections as those expected on upcoming exascale machines. Among our techniques, we present algorithmic tuning, making use of phase diagrams; parametric tuning, using different FFT settings; and MPI distribution tuning based on FFT size and computational resources available. We present several experiments obtained on Summit supercomputer at Oak Ridge National Laboratory, using up to 40,960 IBM Power9 cores and 6,144 NVIDIA V-100 GPUs.  Drupal-Biblio 17    Neil Lindquist  Piotr Luszczek  Jack Dongarra   Accelerating Restarted GMRES with Mixed Precision Arithmetic  IEEE Transactions on Parallel and Distributed Systems   Convergence  Error correction  iterative methods  Kernel  linear systems  Stability analysis   2021   2021-06  eng  The generalized minimum residual method (GMRES) is a commonly used iterative Krylov solver for sparse, non-symmetric systems of linear equations. Like other iterative solvers, data movement dominates its run time. To improve this performance, we propose running GMRES in reduced precision with key operations remaining in full precision. Additionally, we provide theoretical results linking the convergence of finite precision GMRES with classical Gram-Schmidt with reorthogonalization (CGSR) and its infinite precision counterpart which helps justify the convergence of this method to double-precision accuracy. We tested the mixed-precision approach with a variety of matrices and preconditioners on a GPU-accelerated node. Excluding the incomplete LU factorization without fill in (ILU(0)) preconditioner, we achieved average speedups ranging from 8 to 61 percent relative to comparable double-precision implementations, with the simpler preconditioners achieving the higher speedups.
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In this paper, we present an extension to the previously described interface that allows for finer control of the behavior of the MPI Continuations interface. We then present some of our first experiences in using the interface in the context of different applications, including the NAS parallel benchmarks, the PaRSEC task-based runtime system, and a load-balancing scheme within an adaptive mesh refinement solver called ExaHyPE. We show that the interface, implemented inside Open MPI, enables low-latency, high-throughput completion notifications that outperform solutions implemented in the application space.  0225  Drupal-Biblio 47    Thomas Herault  Yves Robert  George Bosilca  Robert Harrison  Cannada Lewis  Edward Valeev  Jack Dongarra   Distributed-Memory Multi-GPU Block-Sparse Tensor Contraction for Electronic Structure  35th IEEE International Parallel &  Distributed Processing Symposium (IPDPS 2021)   block-sparse matrix multiplication  distributed-memory  Electronic structure  multi-GPU node  parsec  tensor contraction   2021   2021-05    https://hal.inria.fr/hal-02970659/document  IEEE  Portland, OR  eng  Many domains of scientific simulation (chemistry, condensed matter physics, data science) increasingly eschew dense tensors for block-sparse tensors, sometimes with additional structure (recursive hierarchy, rank sparsity, etc.). Distributed-memory parallel computation with block-sparse tensorial data is paramount to minimize the time-tosolution (e.g., to study dynamical problems or for real-time analysis) and to accommodate problems of realistic size that are too large to fit into the host/device memory of a single node equipped with accelerators. Unfortunately, computation with such irregular data structures is a poor match to the dominant imperative, bulk-synchronous parallel programming model. In this paper, we focus on the critical element of block-sparse tensor algebra, namely binary tensor contraction, and report on an efficient and scalable implementation using the task-focused PaRSEC runtime. High performance of the block-sparse tensor contraction on the Summit supercomputer is demonstrated for synthetic data as well as for real data involved in electronic structure simulations of unprecedented size.  Drupal-Biblio 13    George Bosilca  Thomas Herault  Jack Dongarra   DTE: PaRSEC Enabled Libraries and Applications   2021   2021-04  2021 Exascale Computing Project Annual Meeting  eng  Drupal-Biblio 17    Gabriel Bathie  Loris Marchal  Yves Robert  Samuel Thibault   Dynamic DAG scheduling under memory constraints for shared-memory platforms  Int. J. of Networking and Computing   2021  1  11  27-49  eng  Drupal-Biblio 17    Kolev, Tzanio  Fischer, Paul  Min, Misun  Jack Dongarra  Brown, Jed  Dobrev, Veselin  Warburton, Tim  Stanimire Tomov  Shephard, Mark S  Abdelfattah, Ahmad  others   Efficient exascale discretizations: High-order finite element methods  The International Journal of High Performance Computing Applications   co-design  high-order discretizations  High-performance computing  PDEs  unstructured grids   2021  10943420211020803  eng  Efficient exploitation of exascale architectures requires rethinking of the numerical algorithms used in many large-scale applications. These architectures favor algorithms that expose ultra fine-grain parallelism and maximize the ratio of floating point operations to energy intensive data movement. One of the few viable approaches to achieve high efficiency in the area of PDE discretizations on unstructured grids is to use matrix-free/partially assembled high-order finite element methods, since these methods can increase the accuracy and/or lower the computational time due to reduced data motion. In this paper we provide an overview of the research and development activities in the Center for Efficient Exascale Discretizations (CEED), a co-design center in the Exascale Computing Project that is focused on the development of next-generation discretization software and algorithms to enable a wide range of finite element applications to run efficiently on future hardware. CEED is a research partnership involving more than 30 computational scientists from two US national labs and five universities, including members of the Nek5000, MFEM, MAGMA and PETSc projects. We discuss the CEED co-design activities based on targeted benchmarks, miniapps and discretization libraries and our work on performance optimizations for large-scale GPU architectures. We also provide a broad overview of research and development activities in areas such as unstructured adaptive mesh refinement algorithms, matrix-free linear solvers, high-order data visualization, and list examples of collaborations with several ECP and external applications.  Drupal-Biblio 5    Daniel Barry  Danalis, Anthony  Heike Jagode   Effortless Monitoring of Arithmetic Intensity with PAPI’s Counter Analysis Toolkit  Tools for High Performance Computing 2018/2019   2021  Springer  195–218  978-3-030-66057-4  eng  With exascale computing forthcoming, performance metrics such as memory traffic and arithmetic intensity are increasingly important for codes that heavily utilize numerical kernels. Performance metrics in different CPU architectures can be monitored by reading the occurrences of various hardware events. However, from architecture to architecture, it becomes more and more unclear which native performance events are indexed by which event names, making it difficult for users to understand what specific events actually measure. This ambiguity seems particularly true for events related to hardware that resides beyond the compute core, such as events related to memory traffic. Still, traffic to memory is a necessary characteristic for determining arithmetic intensity. To alleviate this difficulty, PAPI’s Counter Analysis Toolkit measures the occurrences of events through a series of benchmarks, allowing its users to discover the high-level meaning of native events. We (i) leverage the capabilities of the Counter Analysis Toolkit to identify the names of hardware events for reading and writing bandwidth utilization in addition to floating-point operations, (ii) measure the occurrences of the events they index during the execution of important numerical kernels, and (iii) verify their identities by comparing these occurrence patterns to the expected arithmetic intensity of the numerical kernels.  Drupal-Biblio 10    Yiqin Gao  Guillaume Pallez  Yves Robert  Frederic Vivien   Evaluating Task Dropping Strategies for Overloaded Real-Time Systems (Work-In-Progress)  42nd Real Time Systems Symposium (RTSS)   2021  IEEE Computer Society Press  eng  Drupal-Biblio 17    Iqbal, Zafar  Nooshabadi, Saeid  Yamazaki, Ichitaro  Stanimire Tomov  Jack Dongarra   Exploiting Block Structures of KKT Matrices for Efficient Solution of Convex Optimization Problems  IEEE Access   2021  eng  Drupal-Biblio 13    Hartwig Anzt  Natalie Beams  Terry Cojean  Fritz Göbel  Thomas Grützmacher  Aditya Kashi  Pratik Nayak  Tobias Ribizel  Yuhsiang M. Tsai   Gingko: A Sparse Linear Algebrea Library for HPC   2021   2021-04  2021 ECP Annual Meeting  eng  Drupal-Biblio 17    Abdelfattah, Ahmad  Valeria Barra  Natalie Beams  Bleile, Ryan  Brown, Jed  Camier, Jean-Sylvain  Carson, Robert  Chalmers, Noel  Dobrev, Veselin  Dudouit, Yohann  others   GPU algorithms for Efficient Exascale Discretizations  Parallel Computing   Exascale applications  Finite element methods  GPU acceleration  high-order discretizations  High-performance computing   2021  108  102841  eng  In this paper we describe the research and development activities in the Center for Efficient Exascale Discretization within the US Exascale Computing Project, targeting state-of-the-art high-order finite-element algorithms for high-order applications on GPU-accelerated platforms. We discuss the GPU developments in several components of the CEED software stack, including the libCEED, MAGMA, MFEM, libParanumal, and Nek projects. We report performance and capability improvements in several CEED-enabled applications on both NVIDIA and AMD GPU systems.  Drupal-Biblio 13    Alan Ayala  Stanimire Tomov  Piotr Luszczek  Cayrols, Sebastien  Ragghianti, Gerald  Jack Dongarra   Interim Report on Benchmarking FFT Libraries on High Performance Systems  Innovative Computing Laboratory Technical Report   2021   2021-07  ICL-UT-21-03  University of Tennessee  eng  The Fast Fourier Transform (FFT) is used in many applications such as molecular dynamics, spectrum estimation, fast convolution and correlation, signal modulation, and many wireless multimedia applications. FFTs are also heavily used in ECP applications, such as EXAALT, Copa, ExaSky-HACC, ExaWind, WarpX, and many others. As these applications’ accuracy and speed depend on the performance of the FFTs, we designed an FFT benchmark to mea- sure performance and scalability of currently available FFT packages and present the results from a pre-Exascale platform. Our benchmarking also stresses the overall capacity of system interconnect; thus, it may be considered as an indicator of the bisection bandwidth, communication contention noise, and the software overheads in MPI collectives that are of interest to many other ECP applications and libraries.

This FFT benchmarking project aims to show the strengths and weaknesses of multiple FFT libraries and to indicate what can be done to improve their performance. In particular, we believe that the benchmarking results could help design and implement a fast and robust FFT library for 2D and 3D inputs, while targeting large-scale heterogeneous systems with multicore processors and hardware accelerators that are a co-designed in tandem with ECP applications. Our work involves studying and analyzing state-of-the-art FFT software both from vendors and available as open-source codes to better understand their performance.  ICL Tech Report  Drupal-Biblio 17    Atsushi Hori  Emmanuel Jeannot  George Bosilca  Takahiro Ogura  Balazs Gerofi  Jie Yin  Yutaka Ishikawa   An international survey on MPI users  Parallel Computing   message passing interface  MPI  survey   2021   2021-12    https://www.sciencedirect.com/science/article/abs/pii/S0167819121000983  108  eng  The Message Passing Interface (MPI) plays a crucial part in the parallel computing ecosystem, a driving force behind many of thehigh-performance computing (HPC) successes. To maintain its relevance to the user community—and in particular to the growingHPC community at large—the MPI standard needs to identify and understand the MPI users’ concerns and expectations, and adaptaccordingly to continue to efficiently bridge the gap between users and hardware.  This questionnaire survey was conducted usingtwo online questionnaire frameworks and has gathered more than 850 answers from 42 countries since February 2019.  Some ofpreceding surveys of MPI uses are questionnaire surveys like ours, while others are conducted either by analyzing MPI programsto reveal static behavior or by using profiling tools to analyze the dynamic runtime behavior of MPI jobs.  Our survey is differentfrom other questionnaire surveys in terms of its larger number of participants and wide geographic spread. As a result, it is possibleto illustrate the current status of MPI users more accurately and with a wider geographical distribution. In this report, we will showsome interesting findings, compare the results with preceding studies when possible, and provide some recommendations for MPIForum based on the findings.  Drupal-Biblio 5    Deborah A. Penchoff  Edward Valeev  Heike Jagode  Piotr Luszczek  Anthony Danalis  George Bosilca  Robert J. Harrison  Jack Dongarra  Theresa L. Windus   An Introduction to High Performance Computing and Its Intersection with Advances in Modeling Rare Earth Elements and Actinides  Rare Earth Elements and Actinides: Progress in Computational Science Applications   actinide  Computational modeling  HPC  REE   2021   2021-10    https://pubs.acs.org/doi/10.1021/bk-2021-1388.ch001  American Chemical Society  Washington, DC  1388  3-53  ISBN13: 9780841298255 eISBN: 9780841298248  eng  Computationally driven solutions in nuclear and radiochemistry heavily depend on efficient modeling of Rare Earth Elements (REEs) and actinides. Accurate modeling of REEs and actinides faces challenges stemming from limitations from an imbalanced hardware-software ecosystem and its implications on inefficient use of High Performance Computing (HPC). This chapter provides a historical perspective on the evolution of HPC hardware, its intersectionality with domain sciences, the importance of benchmarks for performance, and an overview of challenges and advances in modeling REEs and actinides. This chapter intends to provide an introduction for researchers at the intersection of scientific computing, software development for HPC, and applied computational modeling of REEs and actinides. The chapter is structured in five sections. First, the Introduction includes subsections focusing on the Importance of REEs and Actinides (1.1), Hardware, Software, and the HPC Ecosystem (1.2), and Electronic Structure Modeling of REEs and Actinides (1.3). Second, a section in High Performance Computing focuses on the TOP500 (2.1), HPC Performance (2.2), HPC Benchmarks: Processing, Bandwidth, and Latency (2.3), and HPC Benchmarks and their Relationship to Chemical Modeling (2.4). Third, the Software Challenges and Advances focus on NWChem/NWChemEx (3.1), MADNESS (3.2), and MPQC (3.3). The fourth section provides a short overview of Artificial Intelligence in HPC applications relevant to nuclear and radiochemistry. The fifth section illustrates A Protocol to Evaluate Complexation Preferences in Separations of REEs and Actinides through Computational Modeling.  1  Drupal-Biblio 6    Heike Jagode  Anzt, Hartwig  Ltaief, Hatem  Piotr Luszczek   Lecture Notes in Computer Science: High Performance Computing   2021  Springer International Publishing  12761  978-3-030-90538-5  eng  This book constitutes the refereed post-conference proceedings of 9 workshops held at the 35th International ISC High Performance 2021 Conference, in Frankfurt, Germany, in June-July 2021: Second International Workshop on the Application of Machine Learning Techniques to Computational Fluid Dynamics and Solid Mechanics Simulations and Analysis; HPC-IODC: HPC I/O in the Data Center Workshop; Compiler-assisted Correctness Checking and Performance Optimization for HPC; Machine Learning on HPC Systems; 4th International Workshop on Interoperability of Supercomputing and Cloud Technologies; 2nd International Workshop on Monitoring and Operational Data Analytics; 16th Workshop on Virtualization in High-Performance Cloud Computing; Deep Learning on Supercomputers;  5th International Workshop on In Situ Visualization. The 35 papers included in this volume were carefully reviewed and selected. They cover all aspects of research, development, and application of large-scale, high performance experimental and commercial systems. Topics include high-performance computing (HPC), computer architecture and hardware, programming models, system software, performance analysis and modeling, compiler analysis and optimization techniques, software sustainability, scientific applications, deep learning.  Drupal-Biblio 47    Qinglei Cao  Yu Pei  Kadir Akbudak  George Bosilca  Hatem Ltaief  David Keyes  Jack Dongarra   Leveraging PaRSEC Runtime Support to Tackle Challenging 3D Data-Sparse Matrix Problems  35th IEEE International Parallel & Distributed Processing Symposium (IPDPS 2021)   asynchronous executions and load balancing  dynamic runtime system  environmental applications  High-performance computing  low-rank matrix computations  task-based programming model  user productivity   2021   2021-05  IEEE  Portland, OR  eng  The task-based programming model associated with dynamic runtime systems has gained popularity for challenging problems because of workload imbalance, heterogeneous resources, or extreme concurrency. During the last decade, lowrank matrix approximations, where the main idea consists of exploiting data sparsity typically by compressing off-diagonal tiles up to an application-specific accuracy threshold, have been adopted to address the curse of dimensionality at extreme scale. In this paper, we create a bridge between the runtime and the linear algebra by communicating knowledge of the data sparsity to the runtime. We design and implement this synergistic approach with high user productivity in mind, in the context of the PaRSEC runtime system and the HiCMA numerical library. This requires to extend PaRSEC with new features to integrate rank information into the dataflow so that proper decisions can be taken at runtime. We focus on the tile low-rank (TLR) Cholesky factorization for solving 3D data-sparse covariance matrix problems arising in environmental applications. In particular, we employ the 3D exponential model of Matern matrix kernel, which exhibits challenging nonuniform ´high ranks in off-diagonal tiles. We first provide a dynamic data structure management driven by a performance model to reduce extra floating-point operations. Next, we optimize the memory footprint of the application by relying on a dynamic memory allocator, and supported by a rank-aware data distribution to cope with the workload imbalance. Finally, we expose further parallelism using kernel recursive formulations to shorten the critical path. Our resulting high-performance implementation outperforms existing data-sparse TLR Cholesky factorization by up to 7-fold on a large-scale distributed-memory system, while minimizing the memory footprint up to a 44-fold factor. This multidisciplinary work highlights the need to empower runtime systems beyond their original duty of task scheduling for servicing next-generation low-rank matrix algebra libraries.  Drupal-Biblio 17    Jed Brown  Ahmad Abdelfattah  Valeria Barra  Natalie Beams  Jean-Sylvain Camier  Veselin Dobrev  Yohann Dudouit  Leila Ghaffari  Tzanio Kolev  David Medina  Will Pazner  Thilina Ratnayaka  Jeremy Thompson  Stanimire Tomov   libCEED: Fast algebra for high-order element-based discretizations  Journal of Open Source Software   finite elements  high-order methods  High-performance computing  matrix-free  spectral elements   2021    https://doi.org/10.21105/joss.02945  63  6  2945  eng  Finite element methods are widely used to solve partial differential equations (PDE) in science and engineering, but their standard implementation (Arndt et al., 2020; Kirk et al., 2006; Logg et al., 2012) relies on assembling sparse matrices. Sparse matrix multiplication and triangular operations perform a scalar multiply and add for each nonzero entry, just 2 floating point operations (flops) per scalar that must be loaded from memory (Williams et al., 2009). Modern hardware is capable of nearly 100 flops per scalar streamed from memory (Rupp, 2020) so sparse matrix operations cannot achieve more than about 2% utilization of arithmetic units.
Matrix assembly becomes even more problematic when the polynomial degree p of the basis functions is increased, resulting in O(pd) storage and O(p2d) compute per degree of freedom (DoF) in d dimensions. Methods pioneered by the spectral element community (Deville et al., 2002; Orszag, 1980) exploit problem structure to reduce costs to O(1) storage and O(p)
compute per DoF, with very high utilization of modern CPUs and GPUs. Unfortunately, highquality implementations have been relegated to applications and intrusive frameworks that are often difficult to extend to new problems or incorporate into legacy applications, especially when strong preconditioners are required.
libCEED, the Code for Efficient Extensible Discretization (Abdelfattah et al., 2021), is a lightweight library that provides a purely algebraic interface for linear and nonlinear operators and preconditioners with element-based discretizations. libCEED provides portable performance via run-time selection of implementations optimized for CPUs and GPUs, including
support for just-in-time (JIT) compilation. It is designed for convenient use in new and legacy software, and offers interfaces in C99 (International Standards Organisation, 1999), Fortran77 (ANSI, 1978), Python (Python, 2021), Julia (Bezanson et al., 2017), and Rust (Rust, 2021). Users and library developers can integrate libCEED at a low level into existing applications in
place of existing matrix-vector products without significant refactoring of their own discretization infrastructure. Alternatively, users can utilize integrated libCEED support in MFEM (Anderson et al., 2020; MFEM, 2021).
In addition to supporting applications and discretization libraries, libCEED provides a platform for performance engineering and co-design, as well as an algebraic interface for solvers research like adaptive p-multigrid, much like how sparse matrix libraries enable development and deployment of algebraic multigrid solvers  Drupal-Biblio 21    Stanimire Tomov  Kwai Wong  Rocco Febbo  Julian Halloy   Linear Algebra Prepara.on for Emergent Neural Network Architectures: MAGMA, BLAS, and Batched GPU Computing   2021   2021-11  LAPENNA Workshop  Virtual  eng  Drupal-Biblio 21    Stan Tomov   MAGMA: Evolution and Revolution   2021   2021-07  ICL Lunch Talk Seminar  Knoxville, TN  eng  Drupal-Biblio 17    Spannaus, Adam  Law, Kody J.H.  Piotr Luszczek  Nasrin, Farzana  Micucci, Cassie Putman  Liaw, Peter K.  Santodonato, Louis J.  Keffer, David J.  Maroulas, Vasileios   Materials fingerprinting classification  Computer Physics Communications  Computer Physics Communications   Atom probe tomography  High entropy alloy  Machine Learning  Materials discovery  Topological data analysis   2021   Jan-05-2021    https://linkinghub.elsevier.com/retrieve/pii/S0010465521001314  108019  eng  Significant progress in many classes of materials could be made with the availability of experimentally-derived large datasets composed of atomic identities and three-dimensional coordinates. Methods for visualizing the local atomic structure, such as atom probe tomography (APT), which routinely generate datasets comprised of millions of atoms, are an important step in realizing this goal. However, state-of-the-art APT instruments generate noisy and sparse datasets that provide information about elemental type, but obscure atomic structures, thus limiting their subsequent value for materials discovery. The application of a materials fingerprinting process, a machine learning algorithm coupled with topological data analysis, provides an avenue by which here-to-fore unprecedented structural information can be extracted from an APT dataset. As a proof of concept, the material fingerprint is applied to high-entropy alloy APT datasets containing body-centered cubic (BCC) and face-centered cubic (FCC) crystal structures. A local atomic configuration centered on an arbitrary atom is assigned a topological descriptor, with which it can be characterized as a BCC or FCC lattice with near perfect accuracy, despite the inherent noise in the dataset. This successful identification of a fingerprint is a crucial first step in the development of algorithms which can extract more nuanced information, such as chemical ordering, from existing datasets of complex materials.  Drupal-Biblio 10    Anne Benoit  Redouane Elghazi  Yves Robert   Max-Stretch Minimization on an Edge-Cloud Platform  IPDPS'2021, the 34th IEEE International Parallel and Distributed Processing Symposium   2021  IEEE Computer Society Press  eng  Drupal-Biblio 13    Yaohung M. Tsai  Piotr Luszczek  Jack Dongarra   Mixed-Precision Algorithm for Finding Selected Eigenvalues and Eigenvectors of Symmetric and Hermitian Matrices  ICL Technical Report   eigenvalue solver  hardware accelerators  mixed-precision algorithms   2021   2021-08  ICL-UT-21-05  eng  As the new hardware is being equipped with powerful low-precision capabilities driven primarily by the needs of the burgeoning field of Artificial Intelligence (AI), mixed-precision algorithms are now showing far greater potential and renewed interest in scientific computing community. The multi-precision methods commonly follow approximate-iterate scheme by first obtaining the approximate solution from a low-precision factorization and solve. Then, they iteratively refine the solution to the desired accuracy that is often as high as what is possible with traditional approaches. While targeting symmetric and Hermitian eigenvalue problems of the form Ax=&#955;x, we revisit the SICE algorithm proposed by Dongarra et al. By applying the Sherman-Morrison formula on the diagonally-shifted tridiagonal systems, we propose an updated SICE-SM algorithm. By incorporating the latest two-stage algorithms from the PLASMA and MAGMA software libraries for numerical linear algebra, we achieved up to 3.6x speedup using the mixed-precision eigensolver with the blocked SICE-SM algorithm for iterative refinement when compared with full double complex precision solvers for the cases with a portion of eigenvalues and eigenvectors requested.
  Drupal-Biblio 13    Daniel Sharp  Miroslav Stoyanov  Stanimire Tomov  Jack Dongarra   A More Portable HeFFTe: Implementing a Fallback Algorithm for Scalable Fourier Transforms  ICL Technical Report   2021   2021-08  ICL-UT-21-04  University of Tennessee  eng  ICL Tech Report  accepted at HPEC'21  Drupal-Biblio 13    Mark Hoemmen  Daisy Hollman  Christian Trott  Daniel Sunderland  Nevin Liber  Li-Ta Lo  Damien Lebrun-Grandie  Graham Lopez  Peter Caday  Sarah Knepper  Piotr Luszczek  Timothy Costa   P1673R3: A Free Function Linear algebra Interface Based on the BLAS  ISO JTC1 SC22 WG22   C++  linear algebra   2021   2021-04    http://www.open-std.org/jtc1/sc22/wg21/docs/papers/2021/p1673r3.pdf  P1673R3  ISO  eng  We believe this proposal is complementary to P1385, a proposal for a C++ Standard linear algebra library that introduces matrix and vector classes and overloaded arithmetic operators. In fact, we think that our proposal would make a natural foundation for a library like what P1385 proposes. However, a free function interface -- which clearly separates algorithms from data structures -- more naturally allows for a richer set of operations such as what the BLAS provides. A natural extension of the present proposal would include accepting P1385's matrix and vector objects as input for the algorithms proposed here. A straightforward way to do that would be for P1385's matrix and vector objects to make views of their data available as basic_mdspan.  standard  Drupal-Biblio 47    Schuchart, Joseph  Niethammer, Christoph  Gracia, José  George Bosilca   Quo Vadis MPI RMA? Towards a More Efficient Use of MPI One-Sided Communication  EuroMPI'21   Memory Handles  MPI  MPI-RMA  RDMA   2021    https://arxiv.org/abs/2111.08142  Garching, Munich Germany  eng   The MPI standard has long included one-sided communication abstractions through the MPI Remote Memory Access (RMA) interface. Unfortunately, the MPI RMA chapter in the 4.0 version of the MPI standard still contains both well-known and lesser known short-comings for both implementations and users, which lead to potentially non-optimal usage patterns. In this paper, we identify a set of issues and propose ways for applications to better express anticipated usage of RMA routines, allowing the MPI implementation to better adapt to the application's needs. In order to increase the flexibility of the RMA interface, we add the capability to duplicate windows, allowing access to the same resources encapsulated by a window using different configurations. In the same vein, we introduce the concept of MPI memory handles, meant to provide life-time guarantees on memory attached to dynamic windows, removing the overhead currently present in using dynamically exposed memory. We will show that our extensions provide improved accumulate latencies, reduced overheads for multi-threaded flushes, and allow for zero overhead dynamic memory window usage.   Drupal-Biblio 6    Deborah A. Penchoff  Theresa L. Windus  Charles C. Peterson   Rare Earth Elements and Actinides: Progress in Computational Science Applications  ACS Symposium Series   actinides  HPC  REEs   2021   2021-10    https://pubs.acs.org/doi/book/10.1021/bk-2021-1388  American Chemical Society  Washington, DC  1388  ISBN13: 9780841298255 eISBN: 9780841298248  eng  Rare earth elements (REEs) and actinides are critical to electronics, communication, military applications, and green energy systems. They also play a large role in nuclear waste challenges with critical national importance. Actinides are still among some of the least studied elements in the periodic table, due to their short half-lives and radioactivity, which demand expert facilities for research. Computational modeling greatly aids in understanding REEs and actinides; however, electronic structure modeling of these elements presents limitations. High Performance Computing (HPC) has had a direct impact not only on technical advances and access to information on a global scale but also on investigations of REEs and actinides. This work discusses recent advances in molecular and data driven modeling that are essential to the study of REEs and actinides, effects of computational science in nuclear and radiochemical applications, and advances and challenges in the exascale era of supercomputing.  Drupal-Biblio 5    Deborah A. Penchoff  Charles B. Sims  Theresa L. Windus   Rare Earth Elements and Critical Materials: Uses and Availability  Rare Earth Elements and Actinides: Progress in Computational Science Applications   critical materials  REE   2021   2021-10    https://pubs.acs.org/doi/10.1021/bk-2021-1388.ch003  American Chemical Society  Washington, DC  1388  63-74  ISBN13: 9780841298255 eISBN: 9780841298248  eng  Rare Earth Elements (REEs) are essential elements in critical materials for the economy and national security. This chapter explores REEs’ classifications, importance, abundance, resources and challenges, and the need for solutions and alternatives. REEs’ production, reserves, world markets, and net import reliance is discussed. Applications of REEs to clean energy, electronics, and defense are highlighted.  3  Drupal-Biblio 17    Anne Benoit  Valentin Le Fèvre  Padma Raghavan  Yves Robert  Hongyang Sun   Resilient scheduling heuristics for rigid parallel jobs  Int. J. of Networking and Computing   2021  1  11  2-26  eng  Drupal-Biblio 10    George Bosilca  Aurelien Bouteiller  Thomas Herault  Le Fèvre, Valentin  Robert, Yves  Jack Dongarra   Revisiting Credit Distribution Algorithms for Distributed Termination Detection  2021 IEEE International Parallel and Distributed Processing Symposium Workshops (IPDPSW)   control messages  credit distribution algorithms  task-based HPC application  Termination detection   2021  IEEE  611–620  eng  This paper revisits distributed termination detection
algorithms in the context of High-Performance Computing (HPC)
applications. We introduce an efficient variant of the Credit
Distribution Algorithm (CDA) and compare it to the original
algorithm (HCDA) as well as to its two primary competitors: the
Four Counters algorithm (4C) and the Efficient Delay-Optimal
Distributed algorithm (EDOD). We analyze the behavior of each
algorithm for some simplified task-based kernels and show the
superiority of CDA in terms of the number of control messages.  Drupal-Biblio 10    Alan Ayala  Stanimire Tomov  Stoyanov, Miroslav  Jack Dongarra   Scalability Issues in FFT Computation  International Conference on Parallel Computing Technologies   Hybrid systems  Parallel FFT  scalability   2021  Springer  279–287  978-3-030-86359-3  eng  The fast Fourier transform (FFT), is one the most important tools in mathematics, and it is widely required by several applications of science and engineering. State-of-the-art parallel implementations of the FFT algorithm, based on Cooley-Tukey developments, are known to be communication-bound, which causes critical issues when scaling the computational and architectural capabilities. In this paper, we study the main performance bottleneck of FFT computations on hybrid CPU and GPU systems at large-scale. We provide numerical simulations and potential acceleration techniques that can be easily integrated into FFT distributed libraries. We present different experiments on performance scalability and runtime analysis on the world’s most powerful supercomputers today: Summit, using up to 6,144 NVIDIA V100 GPUs, and Fugaku, using more than one million Fujitsu A64FX cores.  Drupal-Biblio 17    Abdelfattah, Ahmad  Costa, Timothy  Jack Dongarra  Mark Gates  Haidar, Azzam  Hammarling, Sven  Higham, Nicholas J  Kurzak, Jakub  Piotr Luszczek  Stanimire Tomov  others   A Set of Batched Basic Linear Algebra Subprograms and LAPACK Routines  ACM Transactions on Mathematical Software (TOMS)   Computations on matrices  Mathematical analysis  Mathematics of computing  Numerical analysis   2021  3  47  1–23  eng  This article describes a standard API for a set of Batched Basic Linear Algebra Subprograms (Batched BLAS or BBLAS). The focus is on many independent BLAS operations on small matrices that are grouped together and processed by a single routine, called a Batched BLAS routine. The matrices are grouped together in uniformly sized groups, with just one group if all the matrices are of equal size. The aim is to provide more efficient, but portable, implementations of algorithms on high-performance many-core platforms. These include multicore and many-core CPU processors, GPUs and coprocessors, and other hardware accelerators with floating-point compute facility. As well as the standard types of single and double precision, we also include half and quadruple precision in the standard. In particular, half precision is used in many very large scale applications, such as those associated with machine learning.  Drupal-Biblio 13    Kadir Akbudak  Paul Bagwell  Sebastien Cayrols  Mark Gates  Dalal Sukkari  Asim YarKhan  Jack Dongarra   SLATE Performance Improvements: QR and Eigenvalues  SLATE Working Notes   2021   2021-04  17, ICL-UT-21-02  eng  Drupal-Biblio 13    Ahmad Abdelfattah  Mohammed Al Farhan  Cade Brown  Mark Gates  Dalal Sukkari  Asim YarKhan  Jack Dongarra   SLATE Port to AMD and Intel Platforms  SLATE Working Notes   2021   2021-04  16, ICL-UT-21-01  eng  Drupal-Biblio 17    Abdelfattah, Ahmad  Anzt, Hartwig  Boman, Erik G  Carson, Erin  Cojean, Terry  Jack Dongarra  Fox, Alyson  Mark Gates  Higham, Nicholas J  Li, Xiaoye S  others   A survey of numerical linear algebra methods utilizing mixed-precision arithmetic  The International Journal of High Performance Computing Applications   GPUs  High-performance computing  linear algebra  Mixed-precision arithmetic  numerical mathematics   2021  4  35  344–369  eng  The efficient utilization of mixed-precision numerical linear algebra algorithms can offer attractive acceleration to scientific computing applications. Especially with the hardware integration of low-precision special-function units designed for machine learning applications, the traditional numerical algorithms community urgently needs to reconsider the floating point formats used in the distinct operations to efficiently leverage the available compute power. In this work, we provide a comprehensive survey of mixed-precision numerical linear algebra routines, including the underlying concepts, theoretical background, and experimental results for both dense and sparse linear algebra problems.  Drupal-Biblio 10    Bak, Seonmyeong  Hernandez, Oscar  Mark Gates  Piotr Luszczek  Sarkar, Vivek   Task-graph scheduling extensions for efficient synchronization and communication  Proceedings of the ACM International Conference on Supercomputing   Compilers  Computing methodologies  Parallel computing methodologies  Parallel programming languages  Runtime environments  Software and its engineering  Software notations and tools   2021  88–101  eng  Task graphs have been studied for decades as a foundation for scheduling irregular parallel applications and incorporated in many programming models including OpenMP. While many high-performance parallel libraries are based on task graphs, they also have additional scheduling requirements, such as synchronization within inner levels of data parallelism and internal blocking communications. In this paper, we extend task-graph scheduling to support efficient synchronization and communication within tasks. Compared to past work, our scheduler avoids deadlock and oversubscription of worker threads, and refines victim selection to increase the overlap of sibling tasks. To the best of our knowledge, our approach is the first to combine gang-scheduling and work-stealing in a single runtime. Our approach has been evaluated on the SLATE high-performance linear algebra library. Relative to the LLVM OMP runtime, our runtime demonstrates performance improvements of up to 13.82%, 15.2%, and 36.94% for LU, QR, and Cholesky, respectively, evaluated across different configurations related to matrix size, number of nodes, and use of CPUs vs GPUs.  Drupal-Biblio 17    Jack Dongarra  Mark Gates  Piotr Luszczek  Stanimire Tomov   Translational process: Mathematical software perspective  Journal of Computational Science   communication avoiding algorithms  DATAFLOW scheduling runtimes  hardware accelerators   2021  52  101216  eng  Each successive generation of computer architecture has brought new challenges to achieving high performance mathematical solvers, necessitating development and analysis of new algorithms, which are then embodied in software libraries. These libraries hide architectural details from applications, allowing them to achieve a level of portability across platforms from desktops to world-class high performance computing (HPC) systems. Thus there has been an informal translational computer science process of developing algorithms and distributing them in open source software libraries for adoption by applications and vendors. With the move to exascale, increasing intentionality about this process will benefit the long-term sustainability of the scientific software stack.  Drupal-Biblio 13    Bruce Hendrickson  Paul Messina  Buddy Bland  Jackie Chen  Phil Colella  Eli Dart  Jack Dongarra  Thom Dunning  Ian Foster  Richard Gerber  Rachel Harken  Wendy Huntoon  Bill Johnston  John Sarrao  Jeff Vetter   ASCR@40: Four Decades of Department of Energy Leadership in Advanced Scientific Computing Research   2020   2020-08    https://computing.llnl.gov/misc/ASCR@40-Highlights.pdf  Advanced Scientific Computing Advisory Committee (ASCAC), US Department of Energy  eng  Drupal-Biblio 13    Bruce Hendrickson  Paul Messina  Buddy Bland  Jackie Chen  Phil Colella  Eli Dart  Jack Dongarra  Thom Dunning  Ian Foster  Richard Gerber  Rachel Harken  Wendy Huntoon  Bill Johnston  John Sarrao  Jeff Vetter   ASCR@40: Highlights and Impacts of ASCR’s Programs   2020   2020-06    https://www.osti.gov/servlets/purl/1631812  US Department of Energy’s Office of Advanced Scientific Computing Research  eng  The Office of Advanced Scientific Computing Research (ASCR) sits within the Office of Science in the Department of Energy (DOE). Per their web pages, “the mission of the ASCR program is to discover, develop, and deploy computational and networking capabilities to analyze, model, simulate, and predict complex phenomena important to the DOE.” This succinct statement encompasses a wide range of responsibilities for computing and networking facilities; for procuring, deploying, and operating high performance computing, networking, and storage resources; for basic research in mathematics and computer science; for developing and sustaining a large body of software; and for partnering with organizations across the Office of Science and beyond. While its mission statement may seem very contemporary, the roots of ASCR are quite deep—long predating the creation of DOE. Applied mathematics and advanced computing were both elements of the Theoretical Division of the Manhattan Project. In the early 1950s, the Manhattan Project scientist and mathematician John von Neumann, then a commissioner for the AEC (Atomic Energy Commission), advocated for the creation of a Mathematics program to support the continued development and applications of digital computing. Los Alamos National Laboratory (LANL) scientist John Pasta created such a program to fund researchers at universities and AEC laboratories. Under several organizational name changes, this program has persisted ever since, and would eventually grow to become ASCR.  Drupal-Biblio 13    Florent Lopez  Edmond Chow  Stanimire Tomov  Jack Dongarra   Asynchronous SGD for DNN Training on Shared-Memory Parallel Architectures  Innovative Computing Laboratory Technical Report   Asynchronous iterative methods  Deep learning  gpu  multicore CPU  Stochastic Gradient Descent   2020   2020-03  ICL-UT-20-04  University of Tennessee, Knoxville  eng  We present a parallel asynchronous Stochastic Gradient Descent algorithm for shared memory architectures. Different from previous asynchronous algorithms, we consider the case where the gradient updates are not particularly sparse. In the context of the MagmaDNN framework, we compare the parallel efficiency of the asynchronous implementation with that of the traditional synchronous implementation. Tests are performed for training deep neural networks on multicore CPUs and GPU devices.  Drupal-Biblio 47    Florent Lopez  Edmond Chow  Stanimire Tomov  Jack Dongarra   Asynchronous SGD for DNN Training on Shared-Memory Parallel Architectures  Workshop on Scalable Deep Learning over Parallel And Distributed Infrastructures (ScaDL 2020)   2020   2020-05  eng  Drupal-Biblio 13    Kolev, Tzanio  Fischer, Paul  Abdelfattah, Ahmad  Ananthan, Shreyas  Valeria Barra  Natalie Beams  Bleile, Ryan  Brown, Jed  Carson, Robert  Camier, Jean-Sylvain  Churchfield, Matthew  Dobrev, Veselin  Jack Dongarra  Dudouit, Yohann  Karakus, Ali  Kerkemeier, Stefan  Lan, YuHsiang  Medina, David  Merzari, Elia  Min, Misun  Parker, Scott  Ratnayaka, Thilina  Smith, Cameron  Sprague, Michael  Stitt, Thomas  Thompson, Jeremy  Tomboulides, Ananias  Stanimire Tomov  Tomov, Vladimir  Vargas, Arturo  Warburton, Tim  Weiss, Kenneth   CEED ECP Milestone Report: Improve Performance and Capabilities of CEED-Enabled ECP Applications on Summit/Sierra  ECP Milestone Reports   2020   2020-05    https://doi.org/10.5281/zenodo.3860804  Zenodo  eng  Drupal-Biblio 13    Mark Gates  Stanimire Tomov  Hartwig Anzt  Piotr Luszczek  Jack Dongarra   Clover: Computational Libraries Optimized via Exascale Research   2020   2020-02  2020 Exascale Computing Project Annual Meeting  Houston, TX  eng  Drupal-Biblio 47    Yu Pei  Qinglei Cao  George Bosilca  Piotr Luszczek  Victor Eijkhout  Jack Dongarra   Communication Avoiding 2D Stencil Implementations over PaRSEC Task-Based Runtime  2020 IEEE International Parallel and Distributed Processing Symposium Workshops (IPDPSW)   2020   2020-05  IEEE  New Orleans, LA  eng  Stencil computation or general sparse matrix-vector product (SpMV) are key components in many algorithms like geometric multigrid or Krylov solvers. But their low arithmetic intensity means that memory bandwidth and network latency will be the performance limiting factors. The current architectural trend favors computations over bandwidth, worsening the already unfavorable imbalance. Previous work approached stencil kernel optimization either by improving memory bandwidth usage or by providing a Communication Avoiding (CA) scheme to minimize network latency in repeated sparse vector multiplication by replicating remote work in order to delay communications on the critical path. Focusing on minimizing communication bottleneck in distributed stencil computation, in this study we combine a CA scheme with the computation and communication overlapping that is inherent in a dataflow task-based runtime system such as PaRSEC to demonstrate their combined benefits. We implemented the 2D five point stencil (Jacobi iteration) in PETSc, and over PaRSEC in two flavors, full communications (base-PaRSEC) and CA-PaRSEC which operate directly on a 2D compute grid. Our results running on two clusters, NaCL and Stampede2 indicate that we can achieve 2× speedup over the standard SpMV solution implemented in PETSc, and in certain cases when kernel execution is not dominating the execution time, the CA-PaRSEC version achieved up to 57% and 33% speedup over base-PaRSEC implementation on NaCL and Stampede2 respectively.  Drupal-Biblio 6    Valeria Krzhizhanovskaya  Gábor Závodszky  Michael Lees  Jack Dongarra  Peter Sloot  Sérgio Brissos  João Teixeira   Computational Science – ICCS 2020: 20th International Conference, Amsterdam, The Netherlands, June 3–5, 2020, Proceedings, Part I  Lecture Notes in Computer Science   2020   2020-06  12137  1  Springer International Publishing  707  978-3-030-50371-0  eng  Drupal-Biblio 6    Valeria Krzhizhanovskaya  Gábor Závodszky  Michael Lees  Jack Dongarra  Peter Sloot  Sérgio Brissos  João Teixeira   Computational Science – ICCS 2020: 20th International Conference, Amsterdam, The Netherlands, June 3–5, 2020, Proceedings, Part V  Lecture Notes in Computer Science   2020   2020-06  12141  1  Springer International Publishing  618  978-3-030-50426-7  eng  Drupal-Biblio 6    Valeria Krzhizhanovskaya  Gábor Závodszky  Michael Lees  Jack Dongarra  Peter Sloot  Sérgio Brissos  João Teixeira   Computational Science – ICCS 2020: 20th International Conference, Amsterdam, The Netherlands, June 3–5, 2020, Proceedings, Part II  Lecture Notes in Computer Science   2020   2020-06  12138  1  Springer International Publishing  697  978-3-030-50417-5  eng  Drupal-Biblio 6    Valeria Krzhizhanovskaya  Gábor Závodszky  Michael Lees  Jack Dongarra  Peter Sloot  Sérgio Brissos  João Teixeira   Computational Science – ICCS 2020: 20th International Conference, Amsterdam, The Netherlands, June 3–5, 2020, Proceedings, Part VI  Lecture Notes in Computer Science   2020   2020-06  12142  1  Springer International Publishing  667  978-3-030-50433-5  eng  Drupal-Biblio 6    Valeria Krzhizhanovskaya  Gábor Závodszky  Michael Lees  Jack Dongarra  Peter Sloot  Sérgio Brissos  João Teixeira   Computational Science – ICCS 2020: 20th International Conference, Amsterdam, The Netherlands, June 3–5, 2020, Proceedings, Part III  Lecture Notes in Computer Science   2020   2020-06  12139  1  Springer International Publishing  648  978-3-030-50420-5  eng  Drupal-Biblio 6    Valeria Krzhizhanovskaya  Gábor Závodszky  Michael Lees  Jack Dongarra  Peter Sloot  Sérgio Brissos  João Teixeira   Computational Science – ICCS 2020: 20th International Conference, Amsterdam, The Netherlands, June 3–5, 2020, Proceedings, Part VII  Lecture Notes in Computer Science   2020   2020-06  12143  1  Springer International Publishing  775  978-3-030-50436-6  eng  Drupal-Biblio 6    Valeria Krzhizhanovskaya  Gábor Závodszky  Michael Lees  Jack Dongarra  Peter Sloot  Sérgio Brissos  João Teixeira   Computational Science – ICCS 2020: 20th International Conference, Amsterdam, The Netherlands, June 3–5, 2020, Proceedings, Part IV  Lecture Notes in Computer Science   2020   2020-06  12140  1  Springer International Publishing  668  978-3-030-50423-6  eng  Drupal-Biblio 47    Bogdan Nicolae  Jiali Li  Justin M. Wozniak  George Bosilca  Matthieu Dorier  Franck Cappello   DeepFreeze: Towards Scalable Asynchronous Checkpointing of Deep Learning Models  20th IEEE/ACM International Symposium on Cluster, Cloud and Internet Computing (CCGRID)   2020   2020-05  IEEE  Melbourne, VIC, Australia  eng  In the age of big data, deep learning has emerged as a powerful tool to extract insight and exploit its value, both in industry and scientific applications. One common pattern emerging in such applications is frequent checkpointing of the state of the learning model during training, needed in a variety of scenarios: analysis of intermediate states to explain features and correlations with training data, exploration strategies involving alternative models that share a common ancestor, knowledge transfer, resilience, etc. However, with increasing size of the learning models and popularity of distributed data-parallel training approaches, simple checkpointing techniques used so far face several limitations: low serialization performance, blocking I/O, stragglers due to the fact that only a single process is involved in checkpointing. This paper proposes a checkpointing technique specifically designed to address the aforementioned limitations, introducing efficient asynchronous techniques to hide the overhead of serialization and I/O, and distribute the load over all participating processes. Experiments with two deep learning applications (CANDLE and ResNet) on a pre-Exascale HPC platform (Theta) shows significant improvement over state-of-art, both in terms of checkpointing duration and runtime overhead.  Drupal-Biblio 47    Anne Benoit  Valentin Le Fèvre  Padma Raghavan  Yves Robert  Hongyang Sun   Design and Comparison of Resilient Scheduling Heuristics for Parallel Jobs  22nd Workshop on Advances in Parallel and Distributed Computational Models (APDCM 2020)   2020   2020-05  IEEE Computer Society Press  New Orleans, LA  eng  Drupal-Biblio 13    Cade Brown  Ahmad Abdelfattah  Stanimire Tomov  Jack Dongarra   Design, Optimization, and Benchmarking of Dense Linear Algebra Algorithms on AMD GPUs  Innovative Computing Laboratory Technical Report   AMD GPUs  GPU computing  HIP Runtime  HPC  numerical linear algebra  Portability   2020   2020-08  ICL-UT-20-12  University of Tennessee  eng  Dense linear algebra (DLA) has historically been in the vanguard of software that must be adapted first to hardware changes. This is because DLA is both critical to the accuracy and performance of so many different types of applications, and because they have proved to be outstanding vehicles for finding and implementing solutions to the problems that novel architectures pose. Therefore, in this paper we investigate the portability of the MAGMA DLA library to the latest AMD GPUs. We use auto tools to convert the CUDA code in MAGMA to the HeterogeneousComputing Interface for Portability (HIP) language. MAGMA provides LAPACK for GPUs and benchmarks for fundamental DLA routines ranging from BLAS to dense factorizations, linear systems and eigen-problem solvers. We port these routines to HIP and quantify currently achievable performance through the MAGMA benchmarks for the main workload algorithms on MI25 and MI50 AMD GPUs. Comparison with performance roofline models and theoretical expectations are used to identify current limitations and directions for future improvements.  Drupal-Biblio 47    Cade Brown  Ahmad Abdelfattah  Stanimire Tomov  Jack Dongarra   Design, Optimization, and Benchmarking of Dense Linear Algebra Algorithms on AMD GPUs  2020 IEEE High Performance Extreme Computing Virtual Conference   2020   2020-09  IEEE  eng  Dense linear algebra (DLA) has historically been in the vanguard of software that must be adapted first to hardware changes. This is because DLA is both critical to the accuracy and performance of so many different types of applications, and because they have proved to be outstanding vehicles for finding and implementing solutions to the problems that novel architectures pose. Therefore, in this paper we investigate the portability of the MAGMA DLA library to the latest AMD GPUs. We use auto tools to convert the CUDA code in MAGMA to the HeterogeneousComputing Interface for Portability (HIP) language. MAGMA provides LAPACK for GPUs and benchmarks for fundamental DLA routines ranging from BLAS to dense factorizations, linear systems and eigen-problem solvers. We port these routines to HIP and quantify currently achievable performance through the MAGMA benchmarks for the main workload algorithms on MI25 and MI50 AMD GPUs. Comparison with performance roofline models and theoretical expectations are used to identify current limitations and directions for future improvements.  Drupal-Biblio 47    Dmitry Zaitsev  Piotr Luszczek   Docker Container based PaaS Cloud Computing Comprehensive Benchmarks using LAPACK  Computer Modeling and Intelligent Systems CMIS-2020   docker containers  software containers   2020   2020-03  Zaporizhzhoa  eng  Platform as a Service (PaaS) cloud computing model becomes wide- spread implemented within Docker Containers. Docker uses operating system level virtualization to deliver software in packages called containers. Containers are isolated from one another and comprise all the required software, including operating system API, libraries and configuration files. With such advantageous integrity one can doubt on Docker performance. The present paper applies packet LAPACK, which is widely used for performance benchmarks of super- computers, to collect and compare benchmarks of Docker on Linux Ubuntu and MS Windows platforms. After a brief overview of Docker and LAPACK, a se- ries of Docker images containing LAPACK is created and run, abundant benchmarks obtained and represented in tabular and graphical form. From the final discussion, we conclude that Docker runs with nearly the same perfor- mance on both Linux and Windows platforms, the slowdown does not exceed some ten percent. Though Docker performance in Windows is essentially lim- ited by the amount of RAM allocated to Docker Engine.
  Drupal-Biblio 13    George Bosilca  Thomas Herault  Jack Dongarra   DTE: PaRSEC Enabled Libraries and Applications (Poster)   2020   2020-02  2020 Exascale Computing Project Annual Meeting  Houston, TX  eng  Drupal-Biblio 13    George Bosilca  Thomas Herault  Jack Dongarra   DTE: PaRSEC Systems and Interfaces (Poster)   2020   2020-02  2020 Exascale Computing Project Annual Meeting  Houston, TX  eng  Drupal-Biblio 47    Daniel Barry  Anthony Danalis  Heike Jagode   Effortless Monitoring of Arithmetic Intensity with PAPI's Counter Analysis Toolkit  13th International Workshop on Parallel Tools for High Performance Computing   2020   2020-09  Springer International Publishing  Dresden, Germany  eng  With exascale computing forthcoming, performance metrics such as memory traffic and arithmetic intensity are increasingly important for codes that heavily utilize numerical kernels. Performance metrics in different CPU architectures can be monitored by reading the occurrences of various hardware events. However, from architecture to architecture, it becomes more and more unclear which native performance events are indexed by which event names, making it difficult for users to understand what specific events actually measure. This ambiguity seems particularly true for events related to hardware that resides beyond the compute core, such as events related to memory traffic. Still, traffic to memory is a necessary characteristic for determining arithmetic intensity. To alleviate this difficulty, PAPI’s Counter Analysis Toolkit measures the occurrences of events through a series of benchmarks, allowing its users to discover the high-level meaning of native events. We (i) leverage the capabilities of the Counter Analysis Toolkit to identify the names of hardware events for reading and writing bandwidth utilization in addition to floating-point operations, (ii) measure the occurrences of the events they index during the execution of important numerical kernels, and (iii) verify their identities by comparing these occurrence patterns to the expected arithmetic intensity of the numerical kernels.  Drupal-Biblio 47    Li Han  Yiqin Gao  Jing Liu  Yves Robert  Frederic Vivien   Energy-Aware Strategies for Reliability-Oriented Real-Time Task Allocation on Heterogeneous Platforms  49th International Conference on Parallel Processing (ICPP 2020)   2020  ACM Press  Edmonton, AB, Canada  eng  Drupal-Biblio 17    Pratik Nayak  Terry Cojean  Hartwig Anzt   Evaluating Asynchronous Schwarz Solvers on GPUs  International Journal of High Performance Computing Applications   abstract Schwarz methods  Asynchronous solvers  exascale  GPUs  multicore processors  parallel numerical linear algebra   2020   2020-08  eng  With the commencement of the exascale computing era, we realize that the majority of the leadership supercomputers are heterogeneous and massively parallel. Even a single node can contain multiple co-processors such as GPUs and multiple CPU cores. For example, ORNL’s Summit accumulates six NVIDIA Tesla V100 GPUs and 42 IBM Power9 cores on each node. Synchronizing across compute resources of multiple nodes can be prohibitively expensive. Hence, it is necessary to develop and study asynchronous algorithms that circumvent this issue of bulk-synchronous computing. In this study, we examine the asynchronous version of the abstract Restricted Additive Schwarz method as a solver. We do not explicitly synchronize, but allow the communication between the sub-domains to be completely asynchronous, thereby removing the bulk synchronous nature of the algorithm.

We accomplish this by using the one-sided Remote Memory Access (RMA) functions of the MPI standard. We study the benefits of using such an asynchronous solver over its synchronous counterpart. We also study the communication patterns governed by the partitioning and the overlap between the sub-domains on the global solver. Finally, we show that this concept can render attractive performance benefits over the synchronous counterparts even for a well-balanced problem.  Drupal-Biblio 47    Hartwig Anzt  Yuhsiang M. Tsai  Ahmad Abdelfattah  Terry Cojean  Jack Dongarra   Evaluating the Performance of NVIDIA’s A100 Ampere GPU for Sparse and Batched Computations  2020 IEEE/ACM Workshop on Performance Modeling, Benchmarking and Simulation of High Performance Computer Systems (PMBS)   Batched linear algebra  NVIDIA A100 GPU  sparse linear algebra  Sparse Matrix Vector Product   2020   2020-11  IEEE  eng  GPU accelerators have become an important backbone for scientific high performance-computing, and the performance advances obtained from adopting new GPU hardware are significant. In this paper we take a first look at NVIDIA’s newest server-line GPU, the A100 architecture, part of the Ampere generation. Specifically, we assess its performance for sparse and batch computations, as these routines are relied upon in many scientific applications, and compare to the p  Drupal-Biblio 13    Heike Jagode  Anthony Danalis  Jack Dongarra   Exa-PAPI: The Exascale Performance API with Modern C++   2020   2020-02  2020 Exascale Computing Project Annual Meeting  Houston, TX  eng  Drupal-Biblio 47    Qinglei Cao  Yu Pei  Kadir Akbudak  Aleksandr Mikhalev  George Bosilca  Hatem Ltaief  David Keyes  Jack Dongarra   Extreme-Scale Task-Based Cholesky Factorization Toward Climate and Weather Prediction Applications  Platform for Advanced Scientific Computing Conference (PASC20)   2020   2020-06  ACM  Geneva, Switzerland  eng  Climate and weather can be predicted statistically via geospatial Maximum Likelihood Estimates (MLE), as an alternative to running large ensembles of forward models. The MLE-based iterative optimization procedure requires the solving of large-scale linear systems that performs a Cholesky factorization on a symmetric positive-definite covariance matrix---a demanding dense factorization in terms of memory footprint and computation. We propose a novel solution to this problem: at the mathematical level, we reduce the computational requirement by exploiting the data sparsity structure of the matrix off-diagonal tiles by means of low-rank approximations; and, at the programming-paradigm level, we integrate PaRSEC, a dynamic, task-based runtime to reach unparalleled levels of efficiency for solving extreme-scale linear algebra matrix operations. The resulting solution leverages fine-grained computations to facilitate asynchronous execution while providing a flexible data distribution to mitigate load imbalance. Performance results are reported using 3D synthetic datasets up to 42M geospatial locations on 130, 000 cores, which represent a cornerstone toward fast and accurate predictions of environmental applications.  Drupal-Biblio 17    Nuria Losada  Patricia González  María J. Martín  George Bosilca  Aurelien Bouteiller  Keita Teranishi   Fault Tolerance of MPI Applications in Exascale Systems: The ULFM Solution  Future Generation Computer Systems   Application-level checkpointing  MPI  resilience  ULFM   2020   2020-05    https://www.sciencedirect.com/science/article/pii/S0167739X1930860X  106   467-481  eng  The growth in the number of computational resources used by high-performance computing (HPC) systems leads to an increase in failure rates. Fault-tolerant techniques will become essential for long-running applications executing in future exascale systems, not only to ensure the completion of their execution in these systems but also to improve their energy consumption. Although the Message Passing Interface (MPI) is the most popular programming model for distributed-memory HPC systems, as of now, it does not provide any fault-tolerant construct for users to handle failures. Thus, the recovery procedure is postponed until the application is aborted and re-spawned. The proposal of the User Level Failure Mitigation (ULFM) interface in the MPI forum provides new opportunities in this field, enabling the implementation of resilient MPI applications, system runtimes, and programming language constructs able to detect and react to failures without aborting their execution. This paper presents a global overview of the resilience interfaces provided by the ULFM specification, covers archetypal usage patterns and building blocks, and surveys the wide variety of application-driven solutions that have exploited them in recent years. The large and varied number of approaches in the literature proves that ULFM provides the necessary flexibility to implement efficient fault-tolerant MPI applications. All the proposed solutions are based on application-driven recovery mechanisms, which allows reducing the overhead and obtaining the required level of efficiency needed in the future exascale platforms.  Drupal-Biblio 47    Linnan Wang  Wei Wu  Junyu Zhang  Hang Liu  George Bosilca  Maurice Herlihy  Rodrigo Fonseca   FFT-Based Gradient Sparsification for the Distributed Training of Deep Neural Networks  9th International Symposium on High-Performance Parallel and Distributed Computing (HPDC 20)   FFT  Gradient Compression  Loosy Gradients  Machine Learning  Neural Networks   2020   2020-06  ACM  Stockholm, Sweden  eng  The performance and efficiency of distributed training of Deep Neural Networks (DNN) highly depend on the performance of gradient averaging among participating processes, a step bound by communication costs. There are two major approaches to reduce communication overhead: overlap communications with computations (lossless), or reduce communications (lossy). The lossless solution works well for linear neural architectures, e.g. VGG, AlexNet, but more recent networks such as ResNet and Inception limit the opportunity for such overlapping. Therefore, approaches that reduce the amount of data (lossy) become more suitable. In this paper, we present a novel, explainable lossy method that sparsifies gradients in the frequency domain, in addition to a new range-based float point representation to quantize and further compress gradients. These dynamic techniques strike a balance between compression ratio, accuracy, and computational overhead, and are optimized to maximize performance in heterogeneous environments.

Unlike existing works that strive for a higher compression ratio, we stress the robustness of our methods, and provide guidance to recover accuracy from failures. To achieve this, we prove how the FFT sparsification affects the convergence and accuracy, and show that our method is guaranteed to converge using a diminishing θ in training. Reducing θ can also be used to recover accuracy from the failure. Compared to STOA lossy methods, e.g., QSGD, TernGrad, and Top-k sparsification, our approach incurs less approximation error, thereby better in both the wall-time and accuracy. On an 8 GPUs, InfiniBand interconnected cluster, our techniques effectively accelerate AlexNet training up to 2.26x to the baseline of no compression, and 1.31x to QSGD, 1.25x to Terngrad and 1.47x to Top-K sparsification.  Drupal-Biblio 13    Stanimire Tomov  Alan Ayala  Azzam Haidar  Jack Dongarra   FFT-ECP API and High-Performance Library Prototype for 2-D and 3-D FFTs on Large-Scale Heterogeneous Systems with GPUs  ECP Milestone Report   2020   2020-01  FFT-ECP STML13-27  Innovative Computing Laboratory, University of Tennessee  eng  ECP WBS 2.3.3.13 Milestone Report  revision 01-2020  Drupal-Biblio 47    Qinglei Cao  George Bosilca  Wei Wu  Dong Zhong  Aurelien Bouteiller  Jack Dongarra   Flexible Data Redistribution in a Task-Based Runtime System  IEEE International Conference on Cluster Computing (Cluster 2020)   2020   2020-09  IEEE  Kobe, Japan  eng  Data redistribution aims to reshuffle data to optimize some objective for an algorithm. The objective can be multi-dimensional, such as improving computational load balance or decreasing communication volume or cost, with the ultimate goal to increase the efficiency and therefore decrease the time-to-solution for the algorithm. The classical redistribution problem focuses on optimally scheduling communications when reshuffling data between two regular, usually block-cyclic, data distributions. Recently, task-based runtime systems have gained popularity as a potential candidate to address the programming complexity on the way to exascale. In addition to an increase in portability against complex hardware and software systems, task-based runtime systems have the potential to be able to more easily cope with less-regular data distribution, providing a more balanced computational load during the lifetime of the execution. In this scenario, it becomes paramount to develop a general redistribution algorithm for task-based runtime systems, which could support all types of regular and irregular data distributions. In this paper, we detail a flexible redistribution algorithm, capable of dealing with redistribution problems without constraints of data distribution and data size and implement it in a task-based runtime system, PaRSEC. Performance results show great capability compared to ScaLAPACK, and applications highlight an increased efficiency with little overhead in terms of data distribution and data size.  Drupal-Biblio 13    Heike Jagode  Anthony Danalis  Jack Dongarra   Formulation of Requirements for New PAPI++ Software Package: Part I: Survey Results  PAPI++ Working Notes   2020   2020-01  1, ICL-UT-20-02  Innovative Computing Laboratory, University of Tennessee Knoxville  eng  Drupal-Biblio 17    Hartwig Anzt  Terry Cojean  Yen-Chen Chen  Fritz Goebel  Thomas Gruetzmacher  Pratik Nayak  Tobias Ribizel  Yu-Hsiang Tsai   Ginkgo: A High Performance Numerical Linear Algebra Library  Journal of Open Source Software   2020   2020-08  5  eng  Ginkgo is a production-ready sparse linear algebra library for high performance computing on GPU-centric architectures with a high level of performance portability and focuses on software sustainability.

The library focuses on solving sparse linear systems and accommodates a large variety of matrix formats, state-of-the-art iterative (Krylov) solvers and preconditioners, which make the library suitable for a variety of scientific applications. Ginkgo supports many architectures such as multi-threaded CPU, NVIDIA GPUs, and AMD GPUs. The heavy use of modern C++ features simplifies the addition of new executor paradigms and algorithmic functionality without introducing significant performance overhead.

Solving linear systems is usually one of the most computationally and memory intensive aspects of any application. Hence there has been a significant amount of effort in this direction with software libraries such as UMFPACK (Davis, 2004) and CHOLMOD (Chen, Davis, Hager, & Rajamanickam, 2008) for solving linear systems with direct methods and PETSc (Balay et al., 2020), Trilinos (“The Trilinos Project Website,” 2020), Eigen (Guennebaud, Jacob, & others, 2010) and many more to solve linear systems with iterative methods. With Ginkgo, we aim to ensure high performance while not compromising portability. Hence, we provide very efficient low level kernels optimized for different architectures and separate these kernels from the algorithms thereby ensuring extensibility and ease of use.

Ginkgo is also a part of the xSDK effort (Bartlett et al., 2017) and available as a Spack (Gamblin et al., 2015) package. xSDK aims to provide infrastructure for and interoperability between a collection of related and complementary software elements to foster rapid and efficient development of scientific applications using High Performance Computing. Within this effort, we provide interoperability with application libraries such as deal.ii (Arndt et al., 2019) and mfem (Anderson et al., 2020). Ginkgo provides wrappers within these two libraries so that they can take advantage of the features of Ginkgo.  52  Drupal-Biblio 13    Hartwig Anzt  Terry Cojean  Yen-Chen Chen  Fritz Goebel  Thomas Gruetzmacher  Pratik Nayak  Tobias Ribizel  Yu-Hsiang Tsai  Jack Dongarra   Ginkgo: A Node-Level Sparse Linear Algebra Library for HPC (Poster)   2020   2020-02  2020 Exascale Computing Project Annual Meeting  Houston, TX  eng  Drupal-Biblio 47    Xi Luo  Wei Wu  George Bosilca  Yu Pei  Qinglei Cao  Thananon Patinyasakdikul  Dong Zhong  Jack Dongarra   HAN: A Hierarchical AutotuNed Collective Communication Framework  IEEE Cluster Conference   2020   2020-09  Best Paper Award, IEEE Computer Society Press  Kobe, Japan  eng  High-performance computing (HPC) systems keep growing in scale and heterogeneity to satisfy the increasing computational need, and this brings new challenges to the design of MPI libraries, especially with regard to collective operations. To address these challenges, we present "HAN," a new hierarchical autotuned collective communication framework in Open MPI, which selects suitable homogeneous collective communication modules as submodules for each hardware level, uses collective operations from the submodules as tasks, and organizes these tasks to perform efficient hierarchical collective operations. With a task-based design, HAN can easily swap out submodules, while keeping tasks intact, to adapt to new hardware. This makes HAN suitable for the current platform and provides a strong and flexible support for future HPC systems. To provide a fast and accurate autotuning mechanism, we present a novel cost model based on benchmarking the tasks instead of a whole collective operation. This method drastically reduces tuning time, as the cost of tasks can be reused across different message sizes, and is more accurate than existing cost models. Our cost analysis suggests the autotuning component can find the optimal configuration in most cases. The evaluation of the HAN framework suggests our design significantly improves the default Open MPI and achieves decent speedups against state-of-the-art MPI implementations on tested applications.  Drupal-Biblio 5    Pete Beckman  Jack Dongarra  Nicola Ferrier  Geoffrey Fox  Terry Moore  Dan Reed  Micah Beck   Harnessing the Computing Continuum for Programming Our World   Fog Computing: Theory and Practice   2020  John Wiley & Sons, Inc.  9781119551713  eng  This chapter outlines a vision for how best to harness the computing continuum of interconnected sensors, actuators, instruments, and computing systems, from small numbers of very large devices to large numbers of very small devices. The hypothesis is that only via a continuum perspective one can intentionally specify desired continuum actions and effectively manage outcomes and systemic properties—adaptability and homeostasis, temporal constraints and deadlines—and elevate the discourse from device programming to intellectual goals and outcomes. Development of a framework for harnessing the computing continuum would catalyze new consumer services, business processes, social services, and scientific discovery. Realizing and implementing a continuum programming model requires balancing conflicting constraints and translating the high‐level specification into a form suitable for execution on a unifying abstract machine model. In turn, the abstract machine must implement the mapping of specification demands to end‐to‐end resources.  7  Drupal-Biblio 47    Alan Ayala  Stanimire Tomov  Azzam Haidar  Jack Dongarra   heFFTe: Highly Efficient FFT for Exascale  International Conference on Computational Science (ICCS 2020)   exascale  FFT  gpu  scalable algorithm   2020   2020-06  Amsterdam, Netherlands  eng  Exascale computing aspires to meet the increasing demands from large scientific applications. Software targeting exascale is typically designed for heterogeneous architectures; henceforth, it is not only important to develop well-designed software, but also make it aware of the hardware architecture and efficiently exploit its power. Currently, several and diverse applications, such as those part of the Exascale Computing Project (ECP) in the United States, rely on efficient computation of the Fast Fourier Transform (FFT). In this context, we present the design and implementation of heFFTe (Highly Efficient FFT for Exascale) library, which targets the upcoming exascale supercomputers. We provide highly (linearly) scalable GPU kernels that achieve more than 40× speedup with respect to local kernels from CPU state-of-the-art libraries, and over 2× speedup for the whole FFT computation. A communication model for parallel FFTs is also provided to analyze the bottleneck for large-scale problems. We show experiments obtained on Summit supercomputer at Oak Ridge National Laboratory, using up to 24,576 IBM Power9 cores and 6,144 NVIDIA V-100 GPUs.  Drupal-Biblio 13    Alan Ayala  Stanimire Tomov  Jack Dongarra  Azzam Haidar   heFFTe: Highly Efficient FFT for Exascale (Poster)   2020   2020-02  2020 Exascale Computing Project Annual Meeting  Houston, TX  eng  Drupal-Biblio 13    Alan Ayala  Stanimire Tomov  Azzam Haidar  Jack Dongarra   heFFTe: Highly Efficient FFT for Exascale (Poster)   2020   2020-10  NVIDIA GPU Technology Conference (GTC2020)  eng  Drupal-Biblio 13    Alan Ayala  Stanimire Tomov  Azzam Haidar  Jack Dongarra   heFFTe: Highly Efficient FFT for Exascale (Poster)   2020   2020-02  SIAM Conference on Parallel Processing for Scientific Computing (SIAM PP20)  Seattle, WA  eng  Considered one of the top 10 algorithms of the 20th century, the Fast Fourier Transform (FFT) is widely used by applications in science and engineering. Large scale parallel applications targeting exascale, such as those part of the DOE Exascale Computing Project (ECP), are designed for heterogeneous architectures and, currently, more than a dozen ECP applications use FFTs in their codes. To address the applications needs, we developed the highly efficient FFTs for exascale (heFFTe) library. The heFFTe library release features very good weak and strong scalability and performance that is close to 90% of the roofline peak performance. We present these performance results on the Summit supercomputer. heFFTe is also integrated in a number of applications and we present how the overall performance gets improved by using hFFTe. Performance model, limitations, and challenges are discussed for current and upcoming computer architectures.  Drupal-Biblio 47    Natalie Beams  Ahmad Abdelfattah  Stanimire Tomov  Jack Dongarra  Tzanio Kolev  Yohann Dudouit   High-Order Finite Element Method using Standard and Device-Level Batch GEMM on GPUs  2020 IEEE/ACM 11th Workshop on Latest Advances in Scalable Algorithms for Large-Scale Systems (ScalA)   Batched linear algebra  finite elements  gpu  high-order methods  matrix-free FEM  Tensor contractions   2020   2020-11  IEEE  eng  We present new GPU implementations of the tensor contractions arising from basis-related computations for highorder finite element methods. We consider both tensor and nontensor bases. In the case of tensor bases, we introduce new kernels based on a series of fused device-level matrix multiplications (GEMMs), specifically designed to utilize the fast memory of the GPU. For non-tensor bases, we develop a tuned framework for choosing standard batch-BLAS GEMMs that will maximize performance across groups of elements. The implementations are included in a backend of the libCEED library. We present benchmark results for the diffusion and mass operators using libCEED integration through the MFEM finite element library and compare to those of the previously best-performing GPU backends for stand-alone basis computations. In tensor cases, we see improvements of approximately 10-30% for some cases, particularly for higher basis orders. For the non-tensor tests, the new batch-GEMMs implementation is twice as fast as what was previously available for basis function order greater than five and greater than approximately 105 degrees of freedom in the mesh; up to ten times speedup is seen for eighth-order basis functions.  Drupal-Biblio 13    Cade Brown  Ahmad Abdelfattah  Stanimire Tomov  Jack Dongarra   hipMAGMA v1.0   2020   2020-03    https://doi.org/10.5281/zenodo.3908549  Zenodo  eng  Drupal-Biblio 13    Cade Brown  Ahmad Abdelfattah  Stanimire Tomov  Jack Dongarra   hipMAGMA v2.0   2020   2020-07    https://doi.org/10.5281/zenodo.3928667  Zenodo  eng  Drupal-Biblio 21    Kwai Wong  Stanimire Tomov  Daniel Nichols  Rocco Febbo  Florent Lopez  Julian Halloy  Xianfeng Ma   How to Build Your Own Deep Neural Network   AI  Deep Neural Networks  dense linear algebra  HPC  ML   2020   2020-07  PEARC20  eng  Drupal-Biblio 47    Li Han  Louis-Claude Canon  Jing Liu  Yves Robert  Frederic Vivien   Improved Energy-Aware Strategies for Periodic Real-Time Tasks under Reliability Constraints  40th IEEE Real-Time Systems Symposium (RTSS 2019)   2020   2020-02  IEEE Press  York, UK  eng  Drupal-Biblio 47    Neil Lindquist  Piotr Luszczek  Jack Dongarra   Improving the Performance of the GMRES Method using Mixed-Precision Techniques  Smoky Mountains Computational Sciences & Engineering Conference (SMC2020)   Kokkos  Krylov subspace methods  linear algebra  mixed precision   2020   2020-08  eng  The GMRES method is used to solve sparse, non-symmetric systems of linear equations arising from many scientific applications. The solver performance within a single node is memory bound, due to the low arithmetic intensity of its computational kernels. To reduce the amount of data movement, and thus, to improve performance, we investigated the effect of using a mix of single and double precision while retaining double-precision accuracy. Previous efforts have explored reduced precision in the preconditioner, but the use of reduced precision in the solver itself has received limited attention. We found that GMRES only needs double precision in computing the residual and updating the approximate solution to achieve double-precision accuracy, although it must restart after each improvement of single-precision accuracy. This finding holds for the tested orthogonalization schemes: Modified Gram-Schmidt (MGS) and Classical Gram-Schmidt with Re-orthogonalization (CGSR). Furthermore, our mixed-precision GMRES, when restarted at least once, performed 19% and 24% faster on average than double-precision GMRES for MGS and CGSR, respectively. Our implementation uses generic programming techniques to ease the burden of coding implementations for different data types. Our use of the Kokkos library allowed us to exploit parallelism and optimize data management. Additionally, KokkosKernels was used when producing performance results. In conclusion, using a mix of single and double precision in GMRES can improve performance while retaining double-precision accuracy.  Drupal-Biblio 21    Stanimire Tomov  Kwai Wong  Jack Dongarra  Rick Archibald  Edmond Chow  Eduardo D'Azevedo  Markus Eisenbach  Rocco Febbo  Florent Lopez  Daniel Nichols  Junqi Yin   Integrating Deep Learning in Domain Science at Exascale (MagmaDNN)   2020   2020-12  DOD HPCMP seminar  virtual  eng  We will present some of the current challenges in the design and integration of deep learning AI with traditional HPC simulations. We evaluate existing packages for readiness to run efficiently deep learning models and applications on large scale HPC systems, identify challenges, and propose new asynchronous parallelization and optimization techniques for current large-scale heterogeneous systems and up-coming exascale systems. These developments, along with existing HPC AI software capabilities, have been integrated in MagmaDNN, an open source HPC deep learning framework. 
Many deep learning frameworks are targeted towards data scientists and fall short in providing quality integration into existing HPC workflows. This paper discusses the necessities of an HPC deep learning framework and how these can be provided, e.g., as in MagmaDNN, through a deep integration with existing HPC libraries such as MAGMA and its modular memory management, MPI, CuBLAS, CuDNN, MKL, and HIP. Advancements are also illustrated through the use of algorithmic enhancements in reduced and mixed-precision and asynchronous optimization methods. Finally, we present illustrations and potential solutions on enhancing traditional compute and data intensive applications at ORNL and UTK with AI. The approaches and future challenges are illustrated on materials science, imaging, and climate applications.  Drupal-Biblio 13    Rick Archibald  Edmond Chow  Eduardo D'Azevedo  Jack Dongarra  Markus Eisenbach  Rocco Febbo  Florent Lopez  Daniel Nichols  Stanimire Tomov  Kwai Wong  Junqi Yin   Integrating Deep Learning in Domain Sciences at Exascale  Innovative Computing Laboratory Technical Report   2020   2020-08  ICL-UT-20-10  University of Tennessee  eng  This paper presents some of the current challenges in designing deep learning artificial intelligence (AI) and integrating it with traditional high-performance computing (HPC) simulations. We evaluate existing packages for their ability to run deep learning models and applications on large-scale HPC systems e ciently, identify challenges, and propose new asynchronous parallelization and optimization techniques for current large-scale heterogeneous systems and upcoming exascale systems. These developments, along with existing HPC AI software capabilities, have been integrated into MagmaDNN, an open-source HPC deep learning framework. Many deep learning frameworks are targeted at data scientists and fall short in providing quality integration into existing HPC workflows. This paper discusses the necessities of an HPC deep learning framework and how those needs can be provided (e.g., as in MagmaDNN) through a deep integration with existing HPC libraries, such as MAGMA and its modular memory management, MPI, CuBLAS, CuDNN, MKL, and HIP. Advancements are also illustrated through the use of algorithmic enhancements in reduced- and mixed-precision, as well as asynchronous optimization methods. Finally, we present illustrations and potential solutions for enhancing traditional compute- and data-intensive applications at ORNL and UTK with AI. The approaches and future challenges are illustrated in materials science, imaging, and climate applications.  Drupal-Biblio 47    Rick Archibald  Edmond Chow  Eduardo D'Azevedo  Jack Dongarra  Markus Eisenbach  Rocco Febbo  Florent Lopez  Daniel Nichols  Stanimire Tomov  Kwai Wong  Junqi Yin   Integrating Deep Learning in Domain Sciences at Exascale  2020 Smoky Mountains Computational Sciences and Engineering Conference (SMC 2020)   2020   2020-08  eng  This paper presents some of the current challenges in designing deep learning artificial intelligence (AI) and integrating it with traditional high-performance computing (HPC) simulations. We evaluate existing packages for their ability to run deep learning models and applications on large-scale HPC systems e ciently, identify challenges, and propose new asynchronous parallelization and optimization techniques for current large-scale heterogeneous systems and upcoming exascale systems. These developments, along with existing HPC AI software capabilities, have been integrated into MagmaDNN, an open-source HPC deep learning framework. Many deep learning frameworks are targeted at data scientists and fall short in providing quality integration into existing HPC workflows. This paper discusses the necessities of an HPC deep learning framework and how those needs can be provided (e.g., as in MagmaDNN) through a deep integration with existing HPC libraries, such as MAGMA and its modular memory management, MPI, CuBLAS, CuDNN, MKL, and HIP. Advancements are also illustrated through the use of algorithmic enhancements in reduced- and mixed-precision, as well as asynchronous optimization methods. Finally, we present illustrations and potential solutions for enhancing traditional compute- and data-intensive applications at ORNL and UTK with AI. The approaches and future challenges are illustrated in materials science, imaging, and climate applications.  Drupal-Biblio 5    Micah Beck  Terry Moore  Piotr Luszczek  Anthony Danalis   Kohei Arai  Rahul Bhatia   Interoperable Convergence of Storage, Networking, and Computation  Advances in Information and Communication: Proceedings of the 2019 Future of Information and Communication Conference (FICC)   active networks  distributed cloud  distributed processing  distributed storage  edge computing  network convergence  network layering  scalability   2020  2  Springer International Publishing  667-690  978-3-030-12385-7  eng  In every form of digital store-and-forward communication, intermediate forwarding nodes are computers, with attendant memory and processing resources. This has inevitably stimulated efforts to create a wide-area infrastructure that goes beyond simple store-and-forward to create a platform that makes more general and varied use of the potential of this collection of increasingly powerful nodes. Historically, these efforts predate the advent of globally routed packet networking. The desire for a converged infrastructure of this kind has only intensified over the last 30 years, as memory, storage, and processing resources have increased in both density and speed while simultaneously decreasing in cost. Although there is a general consensus that it should be possible to define and deploy such a dramatically more capable wide-area platform, a great deal of investment in research prototypes has yet to produce a credible candidate architecture. Drawing on technical analysis, historical examples, and case studies, we present an argument for the hypothesis that in order to realize a distributed system with the kind of convergent generality and deployment scalability that might qualify as "future-defining," we must build it from a small set of simple, generic, and limited abstractions of the low level resources (processing, storage and network) of its intermediate nodes.  Drupal-Biblio 47    Ahmad Abdelfattah  Stanimire Tomov  Jack Dongarra   Investigating the Benefit of FP16-Enabled Mixed-Precision Solvers for  Symmetric Positive Definite Matrices using GPUs  International Conference on Computational Science (ICCS 2020)   2020   2020-06  Springer, Cham  Amsterdam, Netherlands  eng  Half-precision computation refers to performing floating-point operations in a 16-bit format. While half-precision has been driven largely by machine learning applications, recent algorithmic advances in numerical linear algebra have discovered beneficial use cases for half precision in accelerating the solution of linear systems of equations at higher precisions. In this paper, we present a high-performance, mixed-precision linear solver (Ax = b) for symmetric positive definite systems in double-precision using graphics processing units (GPUs). The solver is based on a mixed-precision Cholesky factorization that utilizes the high-performance tensor core units in CUDA-enabled GPUs. Since the Cholesky factors are affected by the low precision, an iterative refinement (IR) solver is required to recover the solution back to double-precision accuracy. Two different types of IR solvers are discussed on a wide range of test matrices. A preprocessing step is also developed, which scales and shifts the matrix, if necessary, in order to preserve its positive-definiteness in lower precisions. Our experiments on the V100 GPU show that performance speedups are up to 4.7× against a direct double-precision solver. However, matrix properties such as the condition number and the eigenvalue distribution can affect the convergence rate, which would consequently affect the overall performance.  Drupal-Biblio 17    Hartwig Anzt  Terry Cojean  Chen Yen-Chen  Jack Dongarra  Goran Flegar  Pratik Nayak  Stanimire Tomov  Yuhsiang M. Tsai  Weichung Wang   Load-Balancing Sparse Matrix Vector Product Kernels on GPUs  ACM Transactions on Parallel Computing   2020   2020-03  7  eng  Efficient processing of Irregular Matrices on Single Instruction, Multiple Data (SIMD)-type architectures is a persistent challenge. Resolving it requires innovations in the development of data formats, computational techniques, and implementations that strike a balance between thread divergence, which is inherent for Irregular Matrices, and padding, which alleviates the performance-detrimental thread divergence but introduces artificial overheads. To this end, in this article, we address the challenge of designing high performance sparse matrix-vector product (SpMV) kernels designed for Nvidia Graphics Processing Units (GPUs). We present a compressed sparse row (CSR) format suitable for unbalanced matrices. We also provide a load-balancing kernel for the coordinate (COO) matrix format and extend it to a hybrid algorithm that stores part of the matrix in SIMD-friendly Ellpack format (ELL) format. The ratio between the ELL- and the COO-part is determined using a theoretical analysis of the nonzeros-per-row distribution. For the over 2,800 test matrices available in the Suite Sparse matrix collection, we compare the performance against SpMV kernels provided by NVIDIA’s cuSPARSE library and a heavily-tuned sliced ELL (SELL-P) kernel that prevents unnecessary padding by considering the irregular matrices as a combination of matrix blocks stored in ELL format.  1  Drupal-Biblio 17    Mohammed Al Farhan  Ahmad Abdelfattah  Stanimire Tomov  Mark Gates  Dalal Sukkari  Azzam Haidar  Robert Rosenberg  Jack Dongarra   MAGMA Templates for Scalable Linear Algebra on Emerging Architectures  The International Journal of High Performance Computing Applications   2020   2020-11  34  645-658  eng  With the acquisition and widespread use of more resources that rely on accelerator/wide vector–based computing, there has been a strong demand for science and engineering applications to take advantage of these latest assets. This, however, has been extremely challenging due to the diversity of systems to support their extreme concurrency, complex memory hierarchies, costly data movement, and heterogeneous node architectures. To address these challenges, we design a programming model and describe its ease of use in the development of a new MAGMA Templates library that delivers high-performance scalable linear algebra portable on current and emerging architectures. MAGMA Templates derives its performance and portability by (1) building on existing state-of-the-art linear algebra libraries, like MAGMA, SLATE, Trilinos, and vendor-optimized math libraries, and (2) providing access (seamlessly to the users) to the latest algorithms and architecture-specific optimizations through a single, easy-to-use C++-based API.  6  Drupal-Biblio 13    Stanimire Tomov   MATEDOR: MAtrix, TEnsor, and Deep-learning Optimized Routines   2020   2020-02  2020 NSF Cyberinfrastructure for Sustained Scientific Innovation (CSSI) Principal Investigator Meeting  Seattle, WA  eng  Drupal-Biblio 17    Ahmad Abdelfattah  Stanimire Tomov  Jack Dongarra   Matrix Multiplication on Batches of Small Matrices in Half and Half-Complex Precisions  Journal of Parallel and Distributed Computing   2020   2020-11  145  188-201  eng  Machine learning and artificial intelligence (AI) applications often rely on performing many small matrix operations—in particular general matrix–matrix multiplication (GEMM). These operations are usually performed in a reduced precision, such as the 16-bit floating-point format (i.e., half precision or FP16). The GEMM operation is also very important for dense linear algebra algorithms, and half-precision GEMM operations can be used in mixed-precision linear solvers. Therefore, high-performance batched GEMM operations in reduced precision are significantly important, not only for deep learning frameworks, but also for scientific applications that rely on batched linear algebra, such as tensor contractions and sparse direct solvers.

This paper presents optimized batched GEMM kernels for graphics processing units (GPUs) in FP16 arithmetic. The paper addresses both real and complex half-precision computations on the GPU. The proposed design takes advantage of the Tensor Core technology that was recently introduced in CUDA-enabled GPUs. With eight tuning parameters introduced in the design, the developed kernels have a high degree of flexibility that overcomes the limitations imposed by the hardware and software (in the form of discrete configurations for the Tensor Core APIs). For real FP16 arithmetic, performance speedups are observed against cuBLAS for sizes up to 128, and range between  and . For the complex FP16 GEMM kernel, the speedups are between  and  thanks to a design that uses the standard interleaved matrix layout, in contrast with the planar layout required by the vendor’s solution. The paper also discusses special optimizations for extremely small matrices, where even higher performance gains are achievable.  Drupal-Biblio 13    Florent Lopez  Theo Mary   Mixed Precision LU Factorization on GPU Tensor Cores: Reducing Data Movement and Memory Footprint  Innovative Computing Laboratory Technical Report   High Performance Computing  lu factorization  mixed precision algorithms  numerical linear algebra  NVIDIA GPU  rounding error analysis  tensor cores   2020   2020-09  ICL-UT-20-13  University of Tennessee  eng  Modern GPUs equipped with mixed precision tensor core units present great potential to accelerate dense linear algebra operations such as LU factorization. However, previous works have focused solely on improving speed, neglecting memory consumption. Indeed, state-of-the-art mixed half/single precision LU factorization algorithms all require the matrix to be stored in single precision. This is explained by the fact that simply switching the storage precision from single to half leads to significant loss of accuracy, forfeiting all accuracy benefits from using tensor core technology. In this article, we propose a new factorization algorithm that is able to store the matrix in half precision without incurring any significant loss of accuracy. Our approach is based on a left-looking scheme employing single precision buffers of controlled size and a mixed precision doubly partitioned algorithm exploiting tensor cores in the panel factorizations. Our numerical results show that compared with the state of the art, the proposed approach is of similar accuracy, up to twice faster, and with only half the data movement and memory footprint.  Drupal-Biblio 17    Azzam Haidar  Harun Bayraktar  Stanimire Tomov  Jack Dongarra  Nicholas J. Higham   Mixed-Precision Iterative Refinement using Tensor Cores on GPUs to Accelerate Solution of Linear Systems  Proceedings of the Royal Society A   GMRESLU factorization  GPU computing  half precision arithmetic  iterative refinement  mixed precision solvers   2020   2020-11  476  eng  Double-precision floating-point arithmetic (FP64) has been the de facto standard for engineering and scientific simulations for several decades. Problem complexity and the sheer volume of data coming from various instruments and sensors motivate researchers to mix and match various approaches to optimize compute resources, including different levels of floating-point precision. In recent years, machine learning has motivated hardware support for half-precision floating-point arithmetic. A primary challenge in high-performance computing is to leverage reduced-precision and mixed-precision hardware. We show how the FP16/FP32 Tensor Cores on NVIDIA GPUs can be exploited to accelerate the solution of linear systems of equations Ax = b without sacrificing numerical stability. The techniques we employ include multiprecision LU factorization, the preconditioned generalized minimal residual algorithm (GMRES), and scaling and auto-adaptive rounding to avoid overflow. We also show how to efficiently handle systems with multiple right-hand sides. On the NVIDIA Quadro GV100 (Volta) GPU, we achieve a 4×−5× performance increase and 5× better energy efficiency versus the standard FP64 implementation while maintaining an FP64 level of numerical stability.  2243  Drupal-Biblio 13    Azzam Haidar  Harun Bayraktar  Stanimire Tomov  Jack Dongarra  Nicholas J. Higham   Mixed-Precision Solution of Linear Systems Using Accelerator-Based Computing  Innovative Computing Laboratory Technical Report   2020   2020-05  ICL-UT-20-05  University of Tennessee  eng  Double-precision floating-point arithmetic (FP64) has been the de facto standard for engineering and scientific simulations for several decades. Problem complexity and the sheer volume of data coming from various instruments and sensors motivate researchers to mix and match various approaches to optimize compute resources, including different levels of floating-point precision. In recent years, machine learning has motivated hardware support for half-precision floating-point arithmetic. A primary challenge in high-performance computing is to leverage reduced- and mixed-precision hardware. We show how the FP16/FP32 Tensor Cores on NVIDIA GPUs can be exploited to accelerate the solution of linear systems of equations Ax = b without sacrificing numerical stability. We achieve a 4×–5× performance increase and 5× better energy efficiency versus the standard FP64 implementation while maintaining an FP64 level of numerical stability.  Drupal-Biblio 47    Fritz Goebel  Hartwig Anzt  Terry Cojean  Goran Flegar  Enrique S. Quintana-Orti   Multiprecision Block-Jacobi for Iterative Triangular Solves  European Conference on Parallel Processing (Euro-Par 2020)   Block-Jacobi  graphics processing units (GPUs)  incomplete factorization preconditioning  multiprecision  sparse linear algebra   2020   2020-08  Springer  eng  Recent research efforts have shown that Jacobi and block-Jacobi relaxation methods can be used as an effective and highly parallel approach for the solution of sparse triangular linear systems arising in the application of ILU-type preconditioners. Simultaneously, a few independent works have focused on designing efficient high performance adaptive-precision block-Jacobi preconditioning (block-diagonal scaling), in the context of the iterative solution of sparse linear systems, on manycore architectures. In this paper, we bridge the gap between relaxation methods based on regular splittings and preconditioners by demonstrating that iterative refinement can be leveraged to construct a relaxation method from the preconditioner. In addition, we exploit this insight to construct a highly-efficient sparse triangular system solver for graphics processors that combines iterative refinement with the block-Jacobi preconditioner available in the Ginkgo library.  Drupal-Biblio 17    Jack Dongarra  Laura Grigori  Nicholas J. Higham   Numerical Algorithms for High-Performance Computational Science  Philosophical Transactions of the Royal Society A   2020  378  eng  A number of features of today’s high-performance computers make it challenging to exploit these machines fully for computational science. These include increasing core counts but stagnant clock frequencies; the high cost of data movement; use of accelerators (GPUs, FPGAs, coprocessors), making architectures increasingly heterogeneous; and multi- ple precisions of floating-point arithmetic, including half-precision. Moreover, as well as maximizing speed and accuracy, minimizing energy consumption is an important criterion. New generations of algorithms are needed to tackle these challenges. We discuss some approaches that we can take to develop numerical algorithms for high-performance computational science, with a view to exploiting the next generation of supercomputers.  2166  Drupal-Biblio 17    Atsushi Hori  Kazumi Yoshinaga  Thomas Herault  Aurelien Bouteiller  George Bosilca  Yutaka Ishikawa   Overhead of Using Spare Nodes  The International Journal of High Performance Computing Applications  The International Journal of High Performance Computing Applications   communication performance  fault mitigation  Fault tolerance  sliding method  spare node   2020   2020-02    https://journals.sagepub.com/doi/10.1177/1094342020901885  eng  With the increasing fault rate on high-end supercomputers, the topic of fault tolerance has been gathering attention. To cope with this situation, various fault-tolerance techniques are under investigation; these include user-level, algorithm-based fault-tolerance techniques and parallel execution environments that enable jobs to continue following node failure. Even with these techniques, some programs with static load balancing, such as stencil computation, may underperform after a failure recovery. Even when spare nodes are present, they are not always substituted for failed nodes in an effective way. This article considers the questions of how spare nodes should be allocated, how to substitute them for faulty nodes, and how much the communication performance is affected by such a substitution. The third question stems from the modification of the rank mapping by node substitutions, which can incur additional message collisions. In a stencil computation, rank mapping is done in a straightforward way on a Cartesian network without incurring any message collisions. However, once a substitution has occurred, the optimal node-rank mapping may be destroyed. Therefore, these questions must be answered in a way that minimizes the degradation of communication performance. In this article, several spare node allocation and failed node substitution methods will be proposed, analyzed, and compared in terms of communication performance following the substitution. The proposed substitution methods are named sliding methods. The sliding methods are analyzed by using our developed simulation program and evaluated by using the K computer, Blue Gene/Q (BG/Q), and TSUBAME 2.5. It will be shown that when failures occur, the stencil communication performance on the K and BG/Q can be slowed around 10 times depending on the number of node failures. The barrier performance on the K can be cut in half. On BG/Q, barrier performance can be slowed by a factor of 10. Further, it will also be shown that almost no such communication performance degradation can be seen on TSUBAME 2.5. This is because TSUBAME 2.5 has an Infiniband network connected with a FatTree topology, while the K computer and BG/Q have dedicated Cartesian networks. Thus, the communication performance degradation depends on network characteristics.  Drupal-Biblio 6    Roman Wyrzykowski  Ewa Deelman  Jack Dongarra  Konrad Karczewski   Parallel Processing and Applied Mathematics: 13th International Conference, PPAM 2019, Bialystok, Poland, September 8–11, 2019, Revised Selected Papers, Part I   Lecture Notes in Computer Science   2020   2020-03  12043  1  Springer International Publishing  581  978-3-030-43229-4  eng  Drupal-Biblio 6    Roman Wyrzykowski  Ewa Deelman  Jack Dongarra  Konrad Karczewski   Parallel Processing and Applied Mathematics: 13th International Conference, PPAM 2019, Bialystok, Poland, September 8–11, 2019, Revised Selected Papers, Part II  Lecture Notes in Computer Science   2020   2020-03  12044  Springer International Publishing  503  978-3-030-43222-5  eng  Drupal-Biblio 13    Jack Dongarra  Heike Jagode  Anthony Danalis  Daniel Barry  Vince Weaver   Performance Application Programming Interface for Extreme-Scale Environments (PAPI-EX) (Poster)   2020   2020-20  2020 NSF Cyberinfrastructure for Sustained Scientific Innovation (CSSI) Principal Investigator Meeting  Seattle, WA  eng  Drupal-Biblio 13    Mark Gates  Ali Charara  Asim YarKhan  Dalal Sukkari  Mohammed Al Farhan  Jack Dongarra   Performance Tuning SLATE  SLATE Working Notes   2020   2020-01  14,  ICL-UT-20-01  Innovative Computing Laboratory, University of Tennessee  eng  Drupal-Biblio 13    Piotr Luszczek  Jack Dongarra   The PLASMA Library on CORAL Systems and Beyond (Poster)   2020   2020-02  2020 Exascale Computing Project Annual Meeting  Houston, TX  eng  Drupal-Biblio 47    Sascha Hunold  Abhinav Bhatele  George Bosilca  Peter Knees   Predicting MPI Collective Communication Performance Using Machine Learning  2020 IEEE International Conference on Cluster Computing (CLUSTER)   Auto-tuning  GAM  KNN  Machine Learning  message passing interface  Performance Prediction  XGBoost   2020   2020-09  IEEE  Kobe, Japan  eng  The Message Passing Interface (MPI) defines the semantics of data communication operations, while the implementing libraries provide several parameterized algorithms for each operation. Each algorithm of an MPI collective operation may work best on a particular system and may be dependent on the specific communication problem. Internally, MPI libraries employ heuristics to select the best algorithm for a given communication problem when being called by an MPI application. The majority of MPI libraries allow users to override the default algorithm selection, enabling the tuning of this selection process. The problem then becomes how to select the best possible algorithm for a specific case automatically. In this paper, we address the algorithm selection problem for MPI collective communication operations. To solve this problem, we propose an auto-tuning framework for collective MPI operations based on machine-learning techniques. First, we execute a set of benchmarks of an MPI library and its entire set of collective algorithms. Second, for each algorithm, we fit a performance model by applying regression learners. Last, we use the regression models to predict the best possible (fastest) algorithm for an unseen communication problem. We evaluate our approach for different MPI libraries and several parallel machines. The experimental results show that our approach outperforms the standard algorithm selection heuristics, which are hard-coded into the MPI libraries, by a significant margin.  Drupal-Biblio 17    Wong, Kwai  Stanimire Tomov  Jack Dongarra   Project-Based Research and Training in High Performance Data Sciences, Data Analytics, and Machine Learning  The Journal of Computational Science Education  JOCSE   2020   2020-01    http://www.jocse.org/articles/11/1/7/  11  36-44  eng  1  Drupal-Biblio 13    James Demmel  Jack Dongarra  Julie Langou  Julien Langou  Piotr Luszczek  Michael Mahoney   Prospectus for the Next LAPACK and ScaLAPACK Libraries: Basic ALgebra LIbraries for Sustainable Technology with Interdisciplinary Collaboration (BALLISTIC)  LAPACK Working Notes   2020   2020/07  297, ICL-UT-20-07  University of Tennessee  eng  The convergence of several unprecedented changes, including formidable new system design constraints and revolutionary levels of heterogeneity, has made it clear that much of the essential software infrastructure of computational science and engineering is, or will soon be, obsolete. Math libraries have historically been in the vanguard of software that must be adapted first to such changes, both because these low-level workhorses are so critical to the accuracy and performance of so many different types of applications, and because they have proved to be outstanding vehicles for finding and implementing solutions to the problems that novel architectures pose. Under the Basic ALgebra LIbraries for Sustainable Technology with Interdisciplinary Collaboration (BALLISTIC) project, the principal designers of the Linear Algebra PACKage (LAPACK) and the Scalable Linear Algebra PACKage (ScaLAPACK), the combination of which is abbreviated Sca/LAPACK, aim to enhance and update these libraries for the ongoing revolution in processor architecture, system design, and application requirements by incorporating them into a layered package of software components—the BALLISTIC ecosystem—that provides users seamless access to state-of-the-art solver implementations through familiar and improved Sca/LAPACK interfaces.  Drupal-Biblio 13    Heike Jagode  Anthony Danalis   PULSE: PAPI Unifying Layer for Software-Defined Events (Poster)   2020   2020-02  2020 NSF Cyberinfrastructure for Sustained Scientific Innovation (CSSI) Principal Investigator Meeting  Seattle, WA  eng  Drupal-Biblio 13    Frank Winkler   Redesigning PAPI's High-Level API  Innovative Computing Laboratory Technical Report   2020   2020-02  ICL-UT-20-03  University of Tennessee  eng  PAPI (Performance Application Programming Interface) provides a portable and efficient API to access the hardware performance counters found on modern microprocessors. With the introduction of Component PAPI or PAPI-C in early 2010 PAPI has extended its reach beyond the CPU and can now monitor system information across a range of components from CPUs to network cards, graphics accelerator cards, parallel file systems and more. To collect performance events, PAPI provides two APIs, the low-level and high-level API. The legacy high-level API was designed for simplicity, but could only handle preset CPU events. To access events from all installed components, the programmer had to use the low-level API. This paper introduces a new high-level API that enables the measurement of both preset and native events. It is intended for programmers who want to perform simple event measurements with minimal code instrumentation.  Drupal-Biblio 17    Yuechao Lu  Ichitaro Yamazaki  Fumihiko Ino  Yasuyuki Matsushita  Stanimire Tomov  Jack Dongarra   Reducing the Amount of out-of-core Data Access for GPU-Accelerated Randomized SVD  Concurrency and Computation: Practice and Experience   Divide and conquer  gpu  out-of-core computation  Singular value decomposition   2020   2020-04  eng  Drupal-Biblio 47    Neil Lindquist  Piotr Luszczek  Jack Dongarra   Replacing Pivoting in Distributed Gaussian Elimination with Randomized Techniques  2020 IEEE/ACM 11th Workshop on Latest Advances in Scalable Algorithms for Large-Scale Systems (ScalA)   linear systems  Randomized algorithms   2020   2020-11  IEEE  Atlanta, GA  eng  Gaussian elimination is a key technique for solving dense, non-symmetric systems of linear equations. Pivoting is used to ensure numerical stability but can introduce significant overheads. We propose replacing pivoting with recursive butterfly transforms (RBTs) and iterative refinement. RBTs use an FFT-like structure and randomized elements to provide an efficient, two-sided preconditioner for factoring. This approach was implemented and tested using Software for Linear Algebra Targeting Exascale (SLATE). In numerical experiments, our implementation was more robust than Gaussian elimination with no pivoting (GENP) but failed to solve all the problems solvable with Gaussian elimination with partial pivoting (GEPP). Furthermore, the proposed solver was able to outperform GEPP when distributed on GPU-accelerated nodes.  Drupal-Biblio 13    Atsushi Hori  Takahiro Ogura  Balazs Gerofi  Jie Yin  Yutaka Ishikawa  Emmanuel Jeannot  George Bosilca   A Report of the MPI International Survey (Poster)   2020   2020-09  EuroMPI/USA '20: 27th European MPI Users' Group Meeting  Austin, TX  eng  Drupal-Biblio 13    Jack Dongarra   Report on the Fujitsu Fugaku System  Innovative Computing Laboratory Technical Report   2020   2020-06  ICL-UT-20-06  University of Tennessee  eng  Drupal-Biblio 47    Ana Gainaru  Brice Goglin  Valentin Honoré  Padma Raghavan  Guillaume Pallez  Padma Raghavan  Yves Robert  Hongyang Sun   Reservation and Checkpointing Strategies for Stochastic Jobs  34th IEEE International Parallel and Distributed Processing Symposium (IPDPS 2020)   2020   2020-05  IEEE Computer Society Press  New Orleans, LA  eng  Drupal-Biblio 47    Gabriel Bathie  Loris Marchal  Yves Robert  Samuel Thibault   Revisiting Dynamic DAG Scheduling under Memory Constraints for Shared-Memory Platforms  22nd Workshop on Advances in Parallel and Distributed Computational Models (APDCM 2020)   2020   2020-05  IEEE Computer Society Press  New Orleans, LA  eng  Drupal-Biblio 13    Heike Jagode  Anthony Danalis  Damien Genet   Roadmap for Refactoring Classic PAPI to PAPI++: Part II: Formulation of Roadmap Based on Survey Results  PAPI++ Working Notes   2020   2020-07  2, ICL-UT-20-09  Innovative Computing Laboratory, University of Tennessee  eng  Drupal-Biblio 47    Yishu Du  Loris Marchal  Guillaume Pallez  Yves Robert   Robustness of the Young/Daly Formula for Stochastic Iterative Applications  49th International Conference on Parallel Processing (ICPP 2020)   2020   2020-08  ACM Press  Edmonton, AB, Canada  eng  Drupal-Biblio 47    Piotr Luszczek  Yaohung Tsai  Neil Lindquist  Hartwig Anzt  Jack Dongarra   Scalable Data Generation for Evaluating Mixed-Precision Solvers  2020 IEEE High Performance Extreme Computing Conference (HPEC)   2020   2020-09  IEEE   Waltham, MA, USA  eng  We present techniques of generating data for mixed precision solvers that allows to test those solvers in a scalable manner. Our techniques focus on mixed precision hardware and software where both the solver and the hardware can take advantage of mixing multiple floating precision formats. This allows taking advantage of recently released generation of hardware platforms that focus on ML and DNN workloads but can also be utilized for HPC applications if a new breed of algorithms is combined with the custom floating-point formats to deliver performance levels beyond the standard IEEE data types while delivering a comparable accuracy of the results.  Drupal-Biblio 17    Ahmad Abdelfattah  Timothy Costa  Jack Dongarra  Mark Gates  Azzam Haidar  Sven Hammarling  Nicholas J. Higham  Jakub Kurzak  Piotr Luszczek  Stanimire Tomov  Mawussi Zounon   A Set of Batched Basic Linear Algebra Subprograms  ACM Transactions on Mathematical Software   2020   2020-10  eng  This paper describes a standard API for a set of Batched Basic Linear Algebra Subprograms (Batched BLAS or BBLAS). The focus is on many independent BLAS operations on small matrices that are grouped together and processed by a single routine, called a Batched BLAS routine. The matrices are grouped together in uniformly sized groups, with just one group if all the matrices are of equal size. The aim is to provide more efficient, but portable, implementations of algorithms on high-performance many-core platforms. These include multicore and many-core CPU processors, GPUs and coprocessors, and other hardware accelerators with floating-point compute facility. As well as the standard types of single and double precision, we also include half and quadruple precision in the standard. In particular half precision is used in many very large scale applications, such as those associated with machine learning.  Drupal-Biblio 13    Asim YarKhan  Mohammed Al Farhan  Dalal Sukkari  Mark Gates  Jack Dongarra   SLATE Performance Report: Updates to Cholesky and LU Factorizations  Innovative Computing Laboratory Technical Report   2020   2020-10  ICL-UT-20-14  University of Tennessee  eng  Drupal-Biblio 13    Mark Gates  Ali Charara  Jakub Kurzak  Asim YarKhan  Mohammed Al Farhan  Dalal Sukkari  Jack Dongarra   SLATE: Software for Linear Algebra Targeting Exascale (POSTER)   2020   2020-02  2020 Exascale Computing Project Annual Meeting  Houston, TX  eng  Drupal-Biblio 21    Mark Gates  Jakub Kurzak  Asim YarKhan  Ali Charara  Jamie Finney  Dalal Sukkari  Mohammed Al Farhan  Ichitaro Yamazaki  Panruo Wu  Jack Dongarra   SLATE Tutorial   2020   2020-02  2020 ECP Annual Meeting  Houston, TX  eng  Drupal-Biblio 13    Mark Gates  Ali Charara  Jakub Kurzak  Asim YarKhan  Mohammed Al Farhan  Dalal Sukkari  Jack Dongarra   SLATE Users' Guide  SLATE Working Notes   2020   2020-07  10, ICL-UT-19-01  Innovative Computing Laboratory, University of Tennessee  eng  SLATE Working Notes  Drupal-Biblio 47    Yuhsiang M. Tsai  Terry Cojean  Hartwig Anzt   Sparse Linear Algebra on AMD and NVIDIA GPUs—The Race is On  ISC High Performance   AMD  GPUs  nVidia  sparse matrix vector product (SpMV)   2020   2020-06  Springer  eng  Efficiently processing sparse matrices is a central and performance-critical part of many scientific simulation codes. Recognizing the adoption of manycore accelerators in HPC, we evaluate in this paper the performance of the currently best sparse matrix-vector product (SpMV) implementations on high-end GPUs from AMD and NVIDIA. Specifically, we optimize SpMV kernels for the CSR, COO, ELL, and HYB format taking the hardware characteristics of the latest GPU technologies into account. We compare for 2,800 test matrices the performance of our kernels against AMD’s hipSPARSE library and NVIDIA’s cuSPARSE library, and ultimately assess how the GPU technologies from AMD and NVIDIA compare in terms of SpMV performance.  Drupal-Biblio 13    Ahmad Abdelfattah  Hartwig Anzt  Erik Boman  Erin Carson  Terry Cojean  Jack Dongarra  Mark Gates  Thomas Gruetzmacher  Nicholas J. Higham  Sherry Li  Neil Lindquist  Yang Liu  Jennifer Loe  Piotr Luszczek  Pratik Nayak  Sri Pranesh  Siva Rajamanickam  Tobias Ribizel  Barry Smith  Kasia Swirydowicz  Stephen Thomas  Stanimire Tomov  Yaohung Tsai  Ichitaro Yamazaki  Urike Meier Yang   A Survey of Numerical Methods Utilizing Mixed Precision Arithmetic  SLATE Working Notes   2020   2020-07  15, ICL-UT-20-08  University of Tennessee  eng  SLATE Working Notes  Drupal-Biblio 47    Elliott Slaughter  Wei Wu  Yuankun Fu  Legend Brandenburg  Nicolai Garcia  Wilhem Kautz  Emily Marx  Kaleb S. Morris  Qinglei Cao  George Bosilca  Seema Mirchandaney  Wonchan Lee  Sean Treichler  Patrick McCormick  Alex Aiken   Task Bench: A Parameterized Benchmark for Evaluating Parallel Runtime Performance  International Conference for High Performance Computing Networking, Storage, and Analysis (SC20)   2020   2020-11    https://dl.acm.org/doi/10.5555/3433701.3433783  ACM  eng  We present Task Bench, a parameterized benchmark designed to explore the performance of distributed programming systems under a variety of application scenarios. Task Bench dramatically lowers the barrier to benchmarking and comparing multiple programming systems by making the implementation for a given system orthogonal to the benchmarks themselves: every benchmark constructed with Task Bench runs on every Task Bench implementation. Furthermore, Task Bench's parameterization enables a wide variety of benchmark scenarios that distill the key characteristics of larger applications.
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equivalent global rollback protocol, thus living to the promise of a truly localized impact of recovery actions.  Drupal-Biblio 13    Todd Gamblin  Pete Beckman  Kate Keahey  Kento Sato  Masaaki Kondo  Gerofi Balazs   BDEC2 Platform White Paper  Innovative Computing Laboratory Technical Report   2019   2019-09  ICL-UT-19-11  University of Tennessee  eng  Drupal-Biblio 13    Stanimire Tomov  Ahmad Abdelfattah  Valeria Barra  Natalie Beams  Jed Brown  Jean-Sylvain Camier  Veselin Dobrev  Jack Dongarra  Yohann Dudouit  Paul Fischer  Ali Karakus  Stefan Kerkemeier  Tzanio Kolev  YuHsiang Lan  Elia Merzari  Misun Min  Aleks Obabko  Scott Parker  Thilina Ratnayaka  Jeremy Thompson  Ananias Tomboulides  Vladimir Tomov  Tim Warburton   CEED ECP Milestone Report: Performance Tuning of CEED Software and 1st and 2nd Wave Apps   2019   2019-10  Zenodo  eng  Drupal-Biblio 13    Jed Brown  Ahmad Abdelfattah  Valeria Barra  Veselin Dobrev  Yohann Dudouit  Paul Fischer  Tzanio Kolev  David Medina  Misun Min  Thilina Ratnayaka  Cameron Smith  Jeremy Thompson  Stanimire Tomov  Vladimir Tomov  Tim Warburton   CEED ECP Milestone Report: Public release of CEED 2.0   2019   2019-04    https://doi.org/10.5281/zenodo.2641316  Zenodo  eng  Drupal-Biblio 47    Joshua Davis  Tao Gao  Sunita Chandrasekaran  Heike Jagode  Anthony Danalis  Pavan Balaji  Jack Dongarra  Michela Taufer   Characterization of Power Usage and Performance in Data-Intensive Applications using MapReduce over MPI  2019 International Conference on Parallel Computing (ParCo2019)   2019   2019-09  Prague, Czech Republic  eng  Drupal-Biblio 17    Thomas Herault  Yves Robert  Aurelien Bouteiller  Dorian Arnold  Kurt Ferreira  George Bosilca  Jack Dongarra   Checkpointing Strategies for Shared High-Performance Computing Platforms  International Journal of Networking and Computing   2019    http://www.ijnc.org/index.php/ijnc/article/view/195  1  9  28–52  eng  Input/output (I/O) from various sources often contend for scarcely available bandwidth. For example, checkpoint/restart (CR) protocols can help to ensure application progress in failure-prone environments. However, CR I/O alongside an application's normal, requisite I/O can increase I/O contention and might negatively impact performance. In this work, we consider different aspects (system-level scheduling policies and hardware) that optimize the overall performance of concurrently executing CR-based applications that share I/O resources. We provide a theoretical model and derive a set of necessary constraints to minimize the global waste on a given platform. Our results demonstrate that Young/Daly's optimal checkpoint interval, despite providing a sensible metric for a single, undisturbed application, is not sufficient to optimally address resource contention at scale. We show that by combining optimal checkpointing periods with contention-aware system-level I/O scheduling strategies, we can significantly improve overall application performance and maximize the platform throughput. Finally, we evaluate how specialized hardware, namely burst buffers, may help to mitigate the I/O contention problem. Overall, these results provide critical analysis and direct guidance on how to design efficient, CR ready, large -scale platforms without a large investment in the I/O subsystem.  Drupal-Biblio 13    Rosa M. Badia  Micah Beck  François Bodin  Taisuke Boku  Franck Cappello  Alok Choudhary  Carlos Costa  Ewa Deelman  Nicola Ferrier  Katsuki Fujisawa  Kohei Fujita  Maria Girone  Geoffrey Fox  Shantenu Jha  Yoshinari Kameda  Christian Kniep  William Kramer  James Lin  Kengo Nakajima  Yiwei Qiu  Kishore Ramachandran  Glenn Ricart  Kim Serradell  Dan Stanzione  Lin Gan  Martin Swany  Christine Sweeney  Alex Szalay  Christine Kirkpatrick  Kenton McHenry  Alainna White  Steve Tuecke  Ian Foster  Joe Mambretti  William. M Tang  Michela Taufer  Miguel Vázquez   A Collection of Presentations from the BDEC2 Workshop in Kobe, Japan  Innovative Computing Laboratory Technical Report   2019   2019-02  ICL-UT-19-09  University of Tennessee, Knoxville  eng  Drupal-Biblio 13    Gabriel Antoniu  Alexandru Costan  Ovidiu Marcu  Maria S. Pérez  Nenad Stojanovic  Rosa M. Badia  Miguel Vázquez  Sergi Girona  Micah Beck  Terry Moore  Piotr Luszczek  Ezra Kissel  Martin Swany  Geoffrey Fox  Vibhatha Abeykoon  Selahattin Akkas  Kannan Govindarajan  Gurhan Gunduz  Supun Kamburugamuve  Niranda Perera  Ahmet Uyar  Pulasthi Wickramasinghe  Chathura Widanage  Maria Girone  Toshihiro Hanawa  Richard Moreno  Ariel Oleksiak  Martin Swany  Ryousei Takano  M.P. van Haarlem  J. van Leeuwen  J.B.R. Oonk  T. Shimwell  L.V.E. Koopmans   A Collection of White Papers from the BDEC2 Workshop in Poznan, Poland  Innovative Computing Laboratory Technical Report   2019   2019-05  ICL-UT-19-10  University of Tennessee, Knoxville  eng  Drupal-Biblio 13    Ilkay Altintas  Kyle Marcus  Volkan Vural  Shweta Purawat  Daniel Crawl  Gabriel Antoniu  Alexandru Costan  Ovidiu Marcu  Prasanna Balaprakash  Rongqiang Cao  Yangang Wang  Franck Cappello  Robert Underwood  Sheng Di  Justin M. Wozniak  Jon C. Calhoun  Cong Xu  Antonio Lain  Paolo Faraboschi  Nic Dube  Dejan Milojicic  Balazs Gerofi  Maria Girone  Viktor Khristenko  Tony Hey  Erza Kissel  Yu Liu  Richard Loft  Pekka Manninen  Sebastian von Alfthan  Takemasa Miyoshi  Bruno Raffin  Olivier Richard  Denis Trystram  Maryam Rahnemoonfar  Robin Murphy  Joel Saltz  Kentaro Sano  Rupak Roy  Kento Sato  Jian Guo  Jen s Domke  Weikuan Yu  Takaki Hatsui  Yasumasa Joti  Alex Szalay  William M. Tang  Michael R. Wyatt II  Michela Taufer  Todd Gamblin  Stephen Herbein  Adam Moody  Dong H. Ahn  Rich Wolski  Chandra Krintz  Fatih Bakir  Wei-tsung Lin  Gareth George   A Collection of White Papers from the BDEC2 Workshop in San Diego, CA  Innovative Computing Laboratory Technical Report   2019   2019-10  ICL-UT-19-13  University of Tennessee  eng  Drupal-Biblio 17    Anne Benoit  Aurelien Cavelan  Florina M. Ciorba  Valentin Le Fèvre  Yves Robert   Combining Checkpointing and Replication for Reliable Execution of Linear Workflows with Fail-Stop and Silent Errors  International Journal of Networking and Computing   checkpoint  fail-stop error; silent error  HPC  linear workflow  Replication   2019   2019    http://www.ijnc.org/index.php/ijnc/article/view/194  1  9  2-27  eng  Large-scale platforms currently experience errors from two di?erent sources, namely fail-stop errors (which interrupt the execution) and silent errors (which strike unnoticed and corrupt data). This work combines checkpointing and replication for the reliable execution of linear work?ows on platforms subject to these two error types. While checkpointing and replication have been studied separately, their combination has not yet been investigated despite its promising potential to minimize the execution time of linear work?ows in error-prone environments. Moreover, combined checkpointing and replication has not yet been studied in the presence of both fail-stop and silent errors. The combination raises new problems: for each task, we have to decide whether to checkpoint and/or replicate it to ensure its reliable execution. We provide an optimal dynamic programming algorithm of quadratic complexity to solve both problems. This dynamic programming algorithm has been validated through extensive simulations that reveal the conditions in which checkpointing only, replication only, or the combination of both techniques, lead to improved performance.  Drupal-Biblio 17    Valentin Le Fèvre  Thomas Herault  Yves Robert  Aurelien Bouteiller  Atsushi Hori  George Bosilca  Jack Dongarra   Comparing the Performance of Rigid, Moldable, and Grid-Shaped Applications on Failure-Prone HPC Platforms  Parallel Computing   2019   2019-07  85  1–12  eng  Drupal-Biblio 17    Oguz Kaya  Yves Robert   Computing Dense Tensor Decompositions with Optimal Dimension Trees  Algorithmica   CP decomposition  Dimension tree  Tensor computations  Tucker decomposition   2019   2019-05  81  2092–2121  eng  5  Drupal-Biblio 17    Guillaume Aupy  Anne Benoit  Brice Goglin  Loïc Pottier  Yves Robert   Co-Scheduling HPC Workloads on Cache-Partitioned CMP Platforms  International Journal of High Performance Computing Applications   cache partitioning  chip multiprocessor  co-scheduling  HPC application   2019   2019-11  33  1221-1239  eng  With the recent advent of many-core architectures such as chip multiprocessors (CMPs), the number of processing units accessing a global shared memory is constantly increasing. Co-scheduling techniques are used to improve application throughput on such architectures, but sharing resources often generates critical interferences. In this article, we focus on the interferences in the last level of cache (LLC) and use the Cache Allocation Technology (CAT) recently provided by Intel to partition the LLC and give each co-scheduled application their own cache area. We consider m iterative HPC applications running concurrently and answer to the following questions: (i) How to precisely model the behavior of these applications on the cache-partitioned platform? and (ii) how many cores and cache fractions should be assigned to each application to maximize the platform efficiency? Here, platform efficiency is defined as maximizing the performance either globally, or as guaranteeing a fixed ratio of iterations per second for each application. Through extensive experiments using CAT, we demonstrate the impact of cache partitioning when multiple HPC applications are co-scheduled onto CMP platforms.  6  Drupal-Biblio 47    Anthony Danalis  Heike Jagode  H Hanumantharayappa  Sangamesh Ragate  Jack Dongarra   Counter Inspection Toolkit: Making Sense out of Hardware Performance Events  11th International Workshop on Parallel Tools for High Performance Computing   2019   2019-02  Cham, Switzerland: Springer  Dresden, Germany  eng  Hardware counters play an essential role in understanding the behavior of performance-critical applications, and inform any effort to identify opportunities for performance optimization. However, because modern hardware is becoming increasingly complex, the number of counters that are offered by the vendors increases and, in some cases, so does their complexity. In this paper we present a toolkit that aims to assist application developers invested in performance analysis by automatically categorizing and disambiguating performance counters. We present and discuss the set of microbenchmarks and analyses that we developed as part of our toolkit. We explain why they work and discuss the non-obvious reasons why some of our early benchmarks and analyses did not work in an effort to share with the rest of the community the wisdom we acquired from negative results.  Drupal-Biblio 17    Thomas Gruetzmacher  Terry Cojean  Goran Flegar  Fritz Göbel  Hartwig Anzt   A Customized Precision Format Based on Mantissa Segmentation for Accelerating Sparse Linear Algebra  Concurrency and Computation: Practice and Experience   2019   2019-01  40319  eng  262  Drupal-Biblio 47    Micah Beck  Terry Moore  Nancy French  Erza Kissel  Martin Swany   Data Logistics: Toolkit and Applications  5th EAI International Conference on Smart Objects and Technologies for Social Good   2019   2019-09  Valencia, Spain  eng  Drupal-Biblio 13    Stanimire Tomov  Azzam Haidar  Alan Ayala  Daniel Schultz  Jack Dongarra   Design and Implementation for FFT-ECP on Distributed Accelerated Systems  Innovative Computing Laboratory Technical Report   2019   2019-04  ICL-UT-19-05  University of Tennessee  eng  ECP WBS 2.3.3.09 Milestone Report  Drupal-Biblio 17    Ichitaro Yamazaki  Akihiro Ida  Rio Yokota  Jack Dongarra   Distributed-Memory Lattice H-Matrix Factorization   The International Journal of High Performance Computing Applications   2019   2019-08  33  1046–1063  eng  We parallelize the LU factorization of a hierarchical low-rank matrix (ℋ-matrix) on a distributed-memory computer. This is much more difficult than the ℋ-matrix-vector multiplication due to the dataflow of the factorization, and it is much harder than the parallelization of a dense matrix factorization due to the irregular hierarchical block structure of the matrix. Block low-rank (BLR) format gets rid of the hierarchy and simplifies the parallelization, often increasing concurrency. However, this comes at a price of losing the near-linear complexity of the ℋ-matrix factorization. In this work, we propose to factorize the matrix using a “lattice ℋ-matrix” format that generalizes the BLR format by storing each of the blocks (both diagonals and off-diagonals) in the ℋ-matrix format. These blocks stored in the ℋ-matrix format are referred to as lattices. Thus, this lattice format aims to combine the parallel scalability of BLR factorization with the near-linear complexity of ℋ-matrix factorization. We first compare factorization performances using the ℋ-matrix, BLR, and lattice ℋ-matrix formats under various conditions on a shared-memory computer. Our performance results show that the lattice format has storage and computational complexities similar to those of the ℋ-matrix format, and hence a much lower cost of factorization than BLR. We then compare the BLR and lattice ℋ-matrix factorization on distributed-memory computers. Our performance results demonstrate that compared with BLR, the lattice format with the lower cost of factorization may lead to faster factorization on the distributed-memory computer.  5  Drupal-Biblio 21    Anthony Danalis  Heike Jagode  Jack Dongarra   Does your tool support PAPI SDEs yet?   2019   2019-07  13th Scalable Tools Workshop  Tahoe City, CA  eng  Drupal-Biblio 13    Asim YarKhan  Jakub Kurzak  Ahmad Abdelfattah  Jack Dongarra   An Empirical View of SLATE Algorithms on Scalable Hybrid System  Innovative Computing Laboratory Technical Report   2019   2019-09  ICL-UT-19-08  University of Tennessee, Knoxville  eng  Drupal-Biblio 17    M. Graham Lopez  Wayne Joubert  Verónica Larrea  Oscar Hernandez  Azzam Haidar  Stanimire Tomov  Jack Dongarra   Evaluation of Directive-Based Performance Portable Programming Models  International Journal of High Performance Computing and Networking   OpenACC  OpenMP 4  performance portability  Programming models   2019   2019–07  14  165-182  eng  We present an extended exploration of the performance portability of directives provided by OpenMP 4 and OpenACC to program various types of node architecture with attached accelerators, both self-hosted multicore and offload multicore/GPU. Our goal is to examine how successful OpenACC and the newer offload features of OpenMP 4.5 are for moving codes between architectures, and we document how much tuning might be required and what lessons we can learn from these experiences. To do this, we use examples of algorithms with varying computational intensities for our evaluation, as both compute and data access efficiency are important considerations for overall application performance. To better understand fundamental compute vs. bandwidth bound characteristics, we add the compute-bound Level 3 BLAS GEMM kernel to our linear algebra evaluation. We implement the kernels of interest using various methods provided by newer OpenACC and OpenMP implementations, and we evaluate their performance on various platforms including both x86_64 and Power8 with attached NVIDIA GPUs, x86_64 multicores, self-hosted Intel Xeon Phi KNL, as well as an x86_64 host system with Intel Xeon Phi coprocessors. We update these evaluations with the newest version of the NVIDIA Pascal architecture (P100), Intel KNL 7230, Power8+, and the newest supporting compiler implementations. Furthermore, we present in detail what factors affected the performance portability, including how to pick the right programming model, its programming style, its availability on different platforms, and how well compilers can optimise and target multiple platforms.  2  Drupal-Biblio 47    Yu Pei  George Bosilca  Ichitaro Yamazaki  Akihiro Ida  Jack Dongarra   Evaluation of Programming Models to Address Load Imbalance on Distributed Multi-Core CPUs: A Case Study with Block Low-Rank Factorization  PAW-ATM Workshop at SC19   2019   2019-11  ACM  Denver, CO  eng  Drupal-Biblio 47    Ahmad Abdelfattah  Stanimire Tomov  Jack Dongarra   Fast Batched Matrix Multiplication for Small Sizes using Half Precision Arithmetic on GPUs  33rd IEEE International Parallel and Distributed Processing Symposium (IPDPS)   2019   2019-05  IEEE  Rio de Janeiro, Brazil  eng  Drupal-Biblio 13    Stanimire Tomov  Azzam Haidar  Alan Ayala  Daniel Schultz  Jack Dongarra   FFT-ECP Fast Fourier Transform   2019   2019-01  2019 ECP Annual Meeting (Research Poster)  Houston, TX  eng  Drupal-Biblio 13    Stanimire Tomov  Azzam Haidar  Alan Ayala  Hejer Shaiek  Jack Dongarra   FFT-ECP Implementation Optimizations and Features Phase  Innovative Computing Laboratory Technical Report   2019   2019-10  ICL-UT-19-12  University of Tennessee  eng  Drupal-Biblio 17    Li Han  Valentin Le Fèvre  Louis-Claude Canon  Yves Robert  Frederic Vivien   A Generic Approach to Scheduling and Checkpointing Workflows  International Journal of High Performance Computing Applications   checkpoint  fail-stop error  resilience  workflow   2019   2019-11  33  1255-1274  eng  6  Drupal-Biblio 17    Han, Li  Le Fèvre, Valentin  Canon, Louis-Claude  Robert, Yves  Vivien, Frédéric   A Generic Approach to Scheduling and Checkpointing Workflows  Int. Journal of High Performance Computing Applications   2019  6  33  1255-1274  eng  Drupal-Biblio 47    Thomas Herault  Yves Robert  George Bosilca  Jack Dongarra   Generic Matrix Multiplication for Multi-GPU Accelerated Distributed-Memory Platforms over PaRSEC  ScalA'19: 10th Workshop on Latest Advances in Scalable Algorithms for Large-Scale Systems   2019   2019-11  IEEE  Denver, CO  eng  Drupal-Biblio 47    Thananon Patinyasakdikul  David Eberius  George Bosilca  Nathan Hjelm   Give MPI Threading a Fair Chance: A Study of Multithreaded MPI Designs  IEEE Cluster   communication contention  MPI  thread   2019   2019-09  IEEE  Albuquerque, NM  eng  The Message Passing Interface (MPI) has been one of the most prominent programming paradigms in highperformance computing (HPC) for the past decade. Lately, with changes in modern hardware leading to a drastic increase in the number of processor cores, developers of parallel applications are moving toward more integrated parallel programming paradigms, where MPI is used along with other, possibly node-level, programming paradigms, or MPI+X. MPI+threads emerged as one of the favorite choices in HPC community, according to a survey of the HPC community. However, threading support in MPI comes with many compromises to the overall performance delivered, and, therefore, its adoption is compromised. This paper studies in depth the MPI multi-threaded implementation design in one of the leading MPI implementations, Open MPI, and expose some of the shortcomings of the current design. We propose, implement, and evaluate a new design of the internal handling of communication progress which allows for a significant boost in multi-threading performance, increasing the viability of MPI in the MPI+X programming paradigm.  Drupal-Biblio 13    Hejer Shaiek  Stanimire Tomov  Alan Ayala  Azzam Haidar  Jack Dongarra   GPUDirect MPI Communications and Optimizations to Accelerate FFTs on Exascale Systems  EuroMPI'19 Posters, Zurich, Switzerland   CUDA-Aware MPI  ECP  FFT  FFT-ECP  gpu  GPUDirect   2019   2019-09  icl-ut-19-06  ICL  eng  Fast Fourier transforms (FFTs) are used in applications ranging from molecular dynamics and spectrum estimation to machine learn- ing, fast convolution and correlation, signal modulation, wireless multimedia applications, and others. However, FFTs are memory bound, and therefore, to accelerate them, it is crucial to avoid and optimize the FFTs’ communications. To this end, we present a 3-D FFT design for distributed graphics processing unit (GPU) systems that: (1) efficiently uses GPUs’ high bandwidth, (2) reduces global communications algorithmically, when possible, and (3) employs GPUDirect technologies as well as MPI optimizations in the development of high-performance FFTs for large-scale GPU-accelerated systems. We show that these developments and optimizations lead to very good strong scalability and a performance that is close to 90% of the theoretical peak.  Extended Abstract  Drupal-Biblio 47    Kwai Wong  Stanimire Tomov  Jack Dongarra   Hands-on Research and Training in High-Performance Data Sciences, Data Analytics, and Machine Learning for Emerging Environments  ISC High Performance   2019   2019-06  Springer International Publishing  Frankfurt, Germany  eng  Drupal-Biblio 47    Alan Ayala  Stanimire Tomov  Xi Luo  Hejer Shaiek  Azzam Haidar  George Bosilca  Jack Dongarra   Impacts of Multi-GPU MPI Collective Communications on Large FFT Computation  Workshop on Exascale MPI (ExaMPI) at SC19   Collective MPI  Exascale applications  FFT  Heterogeneous systems  scalable   2019   2019-11  Denver, CO  eng  Drupal-Biblio 47    Piotr Luszczek  Ichitaro Yamazaki  Jack Dongarra   Increasing Accuracy of Iterative Refinement in Limited Floating-Point Arithmetic on Half-Precision Accelerators  IEEE High Performance Extreme Computing Conference (HPEC 2019), Best Paper Finalist   2019   2019-09  IEEE  Waltham, MA  eng  The emergence of deep learning as a leading computational workload for machine learning tasks on large-scale cloud infrastructure installations has led to plethora of accelerator hardware releases.  However, the reduced precision and range of the floating-point numbers on these new platforms makes it a non-trivial task to leverage these unprecedented advances in computational power for numerical linear algebra operations that come with a guarantee of robust error bounds.  In order to address these concerns, we present a number of strategies that can be used to increase the accuracy of limited-precision iterative refinement. By limited precision, we mean 16-bit floating-point formats implemented in modern hardware accelerators and are not necessarily compliant with the IEEE half-precision specification. We include the explanation of a broader context and connections to established IEEE floating-point standards and existing high-performance computing (HPC) benchmarks.  We also present a new formulation of LU factorization that we call signed square root LU which produces more numerically balanced L and U factors which directly address the problems of limited range of the low-precision storage formats. The experimental results indicate that it is possible to recover substantial amounts of the accuracy in the system solution that would otherwise be lost. Previously, this could only be achieved by using iterative refinement based on single-precision floating-point arithmetic.  The discussion will also explore the numerical stability issues that are important for robust linear solvers on these new hardware platforms.  Best Paper Finalist  Drupal-Biblio 10    Jakub Kurzak  Mark Gates  Ali Charara  Asim YarKhan  Jack Dongarra   Rudolf Eigenmann  Chen Ding  Sally A. McKee   Least Squares Solvers for Distributed-Memory Machines with GPU Accelerators  ACM International Conference on Supercomputing (ICS '19)   2019   2019-06  ACM  Phoenix, Arizona  117–126  9781450360791  eng  Drupal-Biblio 10    Kurzak, Jakub  Mark Gates  Charara, Ali  Asim YarKhan  Yamazaki, Ichitaro  Jack Dongarra   Yahyapour, Ramin   Linear Systems Solvers for Distributed-Memory Machines with GPU Accelerators  Euro-Par 2019: Parallel Processing   2019   2019-08    https://link.springer.com/chapter/10.1007/978-3-030-29400-7_35  Springer  11725  495–506  978-3-030-29399-4  eng  Drupal-Biblio 17    Nuria Losada  George Bosilca  Aurelien Bouteiller  Patricia González  María J. Martín   Local Rollback for Resilient MPI Applications with Application-Level Checkpointing and Message Logging  Future Generation Computer Systems   Application-level checkpointing  Local rollback  Message logging  MPI  resilience   2019   2019-02  91  450-464  eng  The resilience approach generally used in high-performance computing (HPC) relies on coordinated checkpoint/restart, a global rollback of all the processes that are running the application. However, in many instances, the failure has a more localized scope and its impact is usually restricted to a subset of the resources being used. Thus, a global rollback would result in unnecessary overhead and energy consumption, since all processes, including those unaffected by the failure, discard their state and roll back to the last checkpoint to repeat computations that were already done. The User Level Failure Mitigation (ULFM) interface – the last proposal for the inclusion of resilience features in the Message Passing Interface (MPI) standard – enables the deployment of more flexible recovery strategies, including localized recovery. This work proposes a local rollback approach that can be generally applied to Single Program, Multiple Data (SPMD) applications by combining ULFM, the ComPiler for Portable Checkpointing (CPPC) tool, and the Open MPI VProtocol system-level message logging component. Only failed processes are recovered from the last checkpoint, while consistency before further progress in the execution is achieved through a two-level message logging process. To further optimize this approach point-to-point communications are logged by the Open MPI VProtocol component, while collective communications are optimally logged at the application level—thereby decoupling the logging protocol from the particular collective implementation. This spatially coordinated protocol applied by CPPC reduces the log size, the log memory requirements and overall the resilience impact on the applications.  Drupal-Biblio 21    Lucien Ng  Sihan Chen  Alex Gessinger  Daniel Nichols  Sophia Cheng  Anu Meenasorna  Kwai Wong  Stanimire Tomov  Azzam Haidar  Eduardo D'Azevedo  Jack Dongarra   MagmaDNN 0.2 High-Performance Data Analytics for Manycore GPUs and CPUs   2019   2019-01  University of Tennessee  eng  Drupal-Biblio 47    Daniel Nichols  Kwai Wong  Stanimire Tomov  Lucien Ng  Sihan Chen  Alex Gessinger   MagmaDNN: Accelerated Deep Learning Using MAGMA  Practice and Experience in Advanced Research Computing (PEARC ’19)   2019   2019-07  ACM  Chicago, IL  eng  Drupal-Biblio 47    Daniel Nichols  Natalie-Sofia Tomov  Frank Betancourt  Stanimire Tomov  Kwai Wong  Jack Dongarra   MagmaDNN: Towards High-Performance Data Analytics and Machine Learning for Data-Driven Scientific Computing  ISC High Performance   2019   2019-06  Springer International Publishing  Frankfurt, Germany  eng  In this paper, we present work towards the development of a new data analytics and machine learning (ML) framework, called MagmaDNN. Our main goal is to provide scalable, high-performance data analytics and ML solutions for scientific applications running on current and upcoming heterogeneous many-core GPU-accelerated architectures. To this end, since many of the functionalities needed are based on standard linear algebra (LA) routines, we designed MagmaDNN to derive its performance power from the MAGMA library. The close integration provides the fundamental (scalable high-performance) LA routines available in MAGMA as a backend to MagmaDNN. We present some design issues for performance and scalability that are specific to ML using Deep Neural Networks (DNN), as well as the MagmaDNN designs towards overcoming them. In particular, MagmaDNN uses well established HPC techniques from the area of dense LA, including task-based parallelization, DAG representations, scheduling, mixed-precision algorithms, asynchronous solvers, and autotuned hyperparameter optimization. We illustrate these techniques and their incorporation and use to outperform other frameworks, currently available.  Drupal-Biblio 47    Jakub Kurzak  Yaohung Tsai  Mark Gates  Ahmad Abdelfattah  Jack Dongarra   Massively Parallel Automated Software Tuning  48th International Conference on Parallel Processing (ICPP 2019)   2019   2019-08  ACM Press  Kyoto, Japan  eng  This article presents an implementation of a distributed autotuning engine developed as part of the Bench-testing OpenN Software Autotuning Infrastructure project. The system is geared towards performance optimization of computational kernels for graphics processing units, and allows for the deployment of vast autotuning sweeps to massively parallel machines. The software implements dynamic work scheduling to distributed-memory resources and takes advantage of multithreading for parallel compilation and dispatches kernel launches to multiple accelerators. This paper lays out the main design principles of the system and discusses the basic mechanics of the initial implementation. Preliminary performance results are presented, encountered challenges are discussed, and the future directions are outlined.  Drupal-Biblio 47    Zhaojun Bai  Jack Dongarra  Ding Lu  Ichitaro Yamazaki   Matrix Powers Kernels for Thick-Restart Lanczos with Explicit External Deflation  International Parallel and Distributed Processing Symposium (IPDPS)   2019   2019-05  IEEE  Rio de Janeiro, Brazil  eng  Some scientific and engineering applications need to compute a large number of eigenpairs of a large Hermitian matrix. Though the Lanczos method is effective for computing a few eigenvalues, it can be expensive for computing a large number of eigenpairs (e.g., in terms of computation and communication). To improve the performance of the method, in this paper, we study an s-step variant of thick-restart Lanczos (TRLan) combined with an explicit external deflation (EED). The s-step method generates a set of s basis vectors at a time and reduces the communication costs of generating the basis vectors. We then design a specialized matrix powers kernel (MPK) that reduces both the communication and computational costs by taking advantage of the special properties of the deflation matrix. We conducted numerical experiments of the new TRLan eigensolver using synthetic matrices and matrices from electronic structure calculations. The performance results on the Cori supercomputer at the National Energy Research Scientific Computing Center (NERSC) demonstrate the potential of the specialized MPK to significantly reduce the execution time of the TRLan eigensolver. The speedups of up to 3.1× and 5.3× were obtained in our sequential and parallel runs, respectively.  Drupal-Biblio 13    Zvonimir Bujanovic  Zlatko Drmac   New Robust ScaLAPACK Routine for Computing the QR Factorization with Column Pivoting  LAPACK Working Note   2019   2019-10  LAWN 296, ICL-UT-19-14  University of Tennessee  eng  In this note we describe two modifications of the ScaLAPACK subroutines PxGEQPF for computing the QR factorization with the Businger-Golub column pivoting. First, we resolve a subtle numerical instability in the same way as we have done it for the LAPACK subroutines xGEQPF, xGEQP3 in 2006. [LAPACK Working Note 176 (2006); ACM Trans. Math. Softw. 2008]. The problem originates in the first release of LINPACK in the 1970's : due to severe cancellations in the down-dating of partial column norms, the pivoting procedure may be in the dark completely about the true norms of the pivot column candidates. This may cause miss-pivoting, and as a result loss of the important rank revealing structure of the computed triangular factor, with severe consequences on other solvers that rely on the rank revealing pivoting. The instability is so subtle that e.g. inserting a WRITE statement or changing the process topology can drastically change the result. Secondly, we also correct a programming error in the complex subroutines PCGEQPF, PZGEQPF, which also causes wrong pivoting because of erroneous use of PSCNRM2, PDZNRM2 for the explicit norm computation.  Drupal-Biblio 47    Frank Betancourt  Kwai Wong  Efosa Asemota  Quindell Marshall  Daniel Nichols  Stanimire Tomov   OpenDIEL: A Parallel Workflow Engine and DataAnalytics Framework  Practice and Experience in Advanced Research Computing (PEARC ’19)   2019   2019-07  ACM  Chicago, IL  eng  Drupal-Biblio 13    Ahmad Abdelfattah  Stanimire Tomov  Jack Dongarra   Optimizing Batch HGEMM on Small Sizes Using Tensor Cores   2019   2019-03  GPU Technology Conference (GTC)  San Jose, CA  eng  Drupal-Biblio 17    Heike Jagode  Anthony Danalis  Hartwig Anzt  Jack Dongarra   PAPI Software-Defined Events for in-Depth Performance Analysis  The International Journal of High Performance Computing Applications   2019   2019-11    https://doi.org/10.1177/1094342019846287  33  1113-1127  eng  The methodology and standardization layer provided by the Performance Application Programming Interface (PAPI) has played a vital role in application profiling for almost two decades. It has enabled sophisticated performance analysis tool designers and performance-conscious scientists to gain insights into their applications by simply instrumenting their code using a handful of PAPI functions that “just work” across different hardware components. In the past, PAPI development had focused primarily on hardware-specific performance metrics. However, the rapidly increasing complexity of software infrastructure poses new measurement and analysis challenges for the developers of large-scale applications. In particular, acquiring information regarding the behavior of libraries and runtimes—used by scientific applications—requires low-level binary instrumentation, or APIs specific to each library and runtime. No uniform API for monitoring events that originate from inside the software stack has emerged. In this article, we present our efforts to extend PAPI’s role so that it becomes the de facto standard for exposing performance-critical events, which we refer to as software-defined events (SDEs), from different software layers. Upgrading PAPI with SDEs enables monitoring of both types of performance events—hardware- and software-related events—in a uniform way, through the same consistent PAPI. The goal of this article is threefold. First, we motivate the need for SDEs and describe our design decisions regarding the functionality we offer through PAPI’s new SDE interface. Second, we illustrate how SDEs can be utilized by different software packages, specifically, by showcasing their use in the numerical linear algebra library MAGMA-Sparse, the tensor algebra library TAMM that is part of the NWChem suite, and the compiler-based performance analysis tool Byfl. Third, we provide a performance analysis of the overhead that results from monitoring SDEs and discuss the trade-offs between overhead and functionality.  6  Drupal-Biblio 21    Anthony Danalis  Heike Jagode  Jack Dongarra   PAPI's new Software-Defined Events for in-depth Performance Analysis   2019   2019-09  13th Parallel Tools Workshop  Dresden, Germany  eng  One of the most recent developments of the Performance API (PAPI) is the addition of Software-Defined Events (SDE). PAPI has successfully served the role of the abstraction and unification layer for hardware performance counters for the past two decades. This talk presents our effort to extend this role to encompass performance critical information that does not originate in hardware, but rather in critical software layers, such as libraries and runtime systems. Our overall objective is to enable monitoring of both types of performance events, hardware- and software-related events, in a uniform way, through one consistent PAPI interface. Performance analysts will be able to form a complete picture of the entire application performance without learning new instrumentation primitives. In this talk, we outline PAPI's new SDE API and showcase the usefulness of SDE through its employment in software layers as diverse as the math library MAGMA, the dataflow runtime PaRSEC, and the state-of-the-art chemistry application NWChem. We outline the process of instrumenting these software packages and highlight the performance information that can be acquired with SDEs.  Drupal-Biblio 17    Tobias Ribizel  Hartwig Anzt   Parallel Selection on GPUs  Parallel Computing  Parallel Computing   approximate selection  gpu  kth order statistics  multiselection  parallel selection algorithm   2019   2020-03    https://www.sciencedirect.com/science/article/pii/S0167819119301796  91  eng  We present a novel parallel selection algorithm for GPUs capable of handling single rank selection (single selection) and multiple rank selection (multiselection). The algorithm requires no assumptions on the input data distribution, and has a much lower recursion depth compared to many state-of-the-art algorithms. We implement the algorithm for different GPU generations, always leveraging the respectively-available low-level communication features, and assess the performance on server-line hardware. The computational complexity of our SampleSelect algorithm is comparable to specialized algorithms designed for – and exploiting the characteristics of – “pleasant” data distributions. At the same time, as the proposed SampleSelect algorithm does not work on the actual element values but on the element ranks of the elements only, it is robust to the input data and can complete significantly faster for adversarial data distributions. We also address the use case of approximate selection by designing a variant that radically reduces the computational cost while preserving high approximation accuracy.  Drupal-Biblio 47    Hartwig Anzt  Tobias Ribizel  Goran Flegar  Edmond Chow  Jack Dongarra   ParILUT – A Parallel Threshold ILU for GPUs  IEEE International Parallel and Distributed Processing Symposium (IPDPS)   2019   2019-05  IEEE  Rio de Janeiro, Brazil  eng  In this paper, we present the first algorithm for computing threshold ILU factorizations on GPU architectures. The proposed ParILUT-GPU algorithm is based on interleaving parallel fixed-point iterations that approximate the incomplete factors for an existing nonzero pattern with a strategy that dynamically adapts the nonzero pattern to the problem characteristics. This requires the efficient selection of thresholds that separate the values to be dropped from the incomplete factors, and we design a novel selection algorithm tailored towards GPUs. All components of the ParILUT-GPU algorithm make heavy use of the features available in the latest NVIDIA GPU generations, and outperform existing multithreaded CPU implementations.  Drupal-Biblio 47    Qinglei Cao  Yu Pei  Thomas Herault  Kadir Akbudak  Aleksandr Mikhalev  George Bosilca  Hatem Ltaief  David Keyes  Jack Dongarra   Performance Analysis of Tile Low-Rank Cholesky Factorization Using PaRSEC Instrumentation Tools  Workshop on Programming and Performance Visualization Tools (ProTools 19) at SC19   2019   2019-11  ACM  Denver, CO  eng  Drupal-Biblio 17    Ichitaro Yamazaki  Edmond Chow  Aurelien Bouteiller  Jack Dongarra   Performance of Asynchronous Optimized Schwarz with One-sided Communication  Parallel Computing   2019   2019-08    http://www.sciencedirect.com/science/article/pii/S0167819118301261  86  66-81  eng  In asynchronous iterative methods on distributed-memory computers, processes update their local solutions using data from other processes without an implicit or explicit global synchronization that corresponds to advancing the global iteration counter. In this work, we test the asynchronous optimized Schwarz domain-decomposition iterative method using various one-sided (remote direct memory access) communication schemes with passive target completion. The results show that when one-sided communication is well-supported, the asynchronous version of optimized Schwarz can outperform the synchronous version even for perfectly balanced partitionings of the problem on a supercomputer with uniform nodes.  Drupal-Biblio 17    Jack Dongarra  Mark Gates  Azzam Haidar  Jakub Kurzak  Piotr Luszczek  Panruo Wu  Ichitaro Yamazaki  Asim YarKhan  Maksims Abalenkovs  Negin Bagherpour  Sven Hammarling  Jakub Sistek   PLASMA: Parallel Linear Algebra Software for Multicore Using OpenMP  ACM Transactions on Mathematical Software   2019   2019-06  45  eng  2  Drupal-Biblio 47    Ahmad Abdelfattah  Stanimire Tomov  Jack Dongarra   Progressive Optimization of Batched LU Factorization on GPUs   IEEE High Performance Extreme Computing Conference (HPEC’19)   2019   2019-09  IEEE  Waltham, MA  eng  Drupal-Biblio 17    Jack Dongarra  Steven Gottlieb  William T. Kramer   Race to Exascale  Computing in Science and Engineering   2019   2019-03  21  4-5  eng  Whether called leadership computing, flagship computing, or just plain exascale, over the next few years, governments around the world are planning to spend over 10 billion dollars on a handful of new computer systems that will strive to reach an exascale level of performance. These systems and projects reflect the widespread and expanding recognition that almost all science and engineering endeavors now are intrinsically reliant on computing power not just for modeling and simulation but for data analysis, big data, and machine learning. Scientists and engineers consider computers as “universal instruments” of insight.  1  Drupal-Biblio 47    Anne Benoit  Thomas Herault  Valentin Le Fèvre  Yves Robert   Replication is More Efficient Than You Think  The IEEE/ACM Conference on High Performance Computing Networking, Storage and Analysis (SC19)   2019   2019-11  ACM Press  Denver, CO  eng  Drupal-Biblio 47    Guillaume Aupy  Ana Gainaru  Valentin Honoré  Padma Raghavan  Yves Robert  Hongyang Sun   Reservation Strategies for Stochastic Jobs  33rd IEEE International Parallel and Distributed Processing Symposium (IPDPS 2019)   2019   2019-05  IEEE Computer Society Press  Rio de Janeiro, Brazil  eng  Drupal-Biblio 47    Dong Zhong  Aurelien Bouteiller  Xi Luo  George Bosilca   Runtime Level Failure Detection and Propagation in HPC Systems  European MPI Users' Group Meeting (EuroMPI '19)   2019   2019-09  ACM  Zürich, Switzerland  978-1-4503-7175-9  eng  As the scale of high-performance computing (HPC) systems continues to grow, mean-time-to-failure (MTTF) of these HPC systems is negatively impacted and tends to decrease. In order to efficiently run long computing jobs on these systems, handling system failures becomes a prime challenge. We present here the design and implementation of an efficient runtime-level failure detection and propagation strategy targeting large-scale, dynamic systems that is able to detect both node and process failures. Multiple overlapping topologies are used to optimize the detection and propagation, minimizing the incurred overheads and guaranteeing the scalability of the entire framework. The resulting framework has been implemented in the context of a system-level runtime for parallel environments, PMIx Reference RunTime Environment (PRRTE), providing efficient and scalable capabilities of fault management to a large range of programming and execution paradigms. The experimental evaluation of the resulting software stack on different machines demonstrate that the solution is at the same time generic and efficient.  Drupal-Biblio 47    Yiqin Gao  Louis-Claude Canon  Yves Robert  Frederic Vivien   Scheduling Independent Stochastic Tasks on Heterogeneous Cloud Platforms  IEEE Cluster 2019   2019   2019-09  IEEE Computer Society Press  Albuquerque, New Mexico  eng  Drupal-Biblio 17    Louis-Claude Canon  Aurélie Kong Win Chang  Yves Robert  Frederic Vivien   Scheduling Independent Stochastic Tasks under Deadline and Budget Constraints  International Journal of High Performance Computing Applications   2019   2019-06  34  246-264  eng  This article discusses scheduling strategies for the problem of maximizing the expected number of tasks that can be executed on a cloud platform within a given budget and under a deadline constraint. The execution times of tasks follow independent and identically distributed probability laws. The main questions are how many processors to enroll and whether and when to interrupt tasks that have been executing for some time. We provide complexity results and an asymptotically optimal strategy for the problem instance with discrete probability distributions and without deadline. We extend the latter strategy for the general case with continuous distributions and a deadline and we design an efficient heuristic which is shown to outperform standard approaches when running simulations for a variety of useful distribution laws.  2  Drupal-Biblio 47    Mark Gates  Jakub Kurzak  Ali Charara  Asim YarKhan  Jack Dongarra   SLATE: Design of a Modern Distributed and Accelerated Linear Algebra Library  International Conference for High Performance Computing, Networking, Storage and Analysis (SC19)   2019   2019-11  ACM  Denver, CO  eng  The SLATE (Software for Linear Algebra Targeting Exascale) library is being developed to provide fundamental dense linear algebra capabilities for current and upcoming distributed high-performance systems, both accelerated CPU-GPU based and CPU based. SLATE will provide coverage of existing ScaLAPACK functionality, including the parallel BLAS; linear systems using LU and Cholesky; least squares problems using QR; and eigenvalue and singular value problems. In this respect, it will serve as a replacement for ScaLAPACK, which after two decades of operation, cannot adequately be retrofitted for modern accelerated architectures. SLATE uses modern techniques such as communication-avoiding algorithms, lookahead panels to overlap communication and computation, and task-based scheduling, along with a modern C++ framework. Here we present the design of SLATE and initial reports of several of its components.  Drupal-Biblio 21    Mark Gates  Jakub Kurzak  Ali Charara  Asim YarKhan  Jack Dongarra   SLATE: Design of a Modern Distributed and Accelerated Linear Algebra Library   2019   2019-11  International Conference for High Performance Computing, Networking, Storage and Analysis (SC19)  Denver, CO  eng  Drupal-Biblio 13    Ali Charara  Mark Gates  Jakub Kurzak  Asim YarKhan  Jack Dongarra   SLATE Developers' Guide  SLATE Working Notes   2019   2019-12  11, ICL-UT-19-02  Innovative Computing Laboratory, University of Tennessee  eng  SLATE Working Notes  Drupal-Biblio 13    Ali Charara  Jack Dongarra  Mark Gates  Jakub Kurzak  Asim YarKhan   SLATE Mixed Precision Performance Report  Innovative Computing Laboratory Technical Report   2019   2019-04  ICL-UT-19-03  University of Tennessee  eng  Drupal-Biblio 13    Jakub Kurzak  Mark Gates  Ali Charara  Asim YarKhan  Jack Dongarra   SLATE Working Note 12: Implementing Matrix Inversions  SLATE Working Notes   2019   2019-06  12, ICL-UT-19-04  Innovative Computing Laboratory, University of Tennessee  eng  Drupal-Biblio 13    Mark Gates  Mohammed Al Farhan  Ali Charara  Jakub Kurzak  Dalal Sukkari  Asim YarKhan  Jack Dongarra   SLATE Working Note 13: Implementing Singular Value and Symmetric/Hermitian Eigenvalue Solvers  SLATE Working Notes   2019   2019-09  13, ICL-UT-19-07  Innovative Computing Laboratory, University of Tennessee  eng  SLATE Working Notes  revision 06-2023  Drupal-Biblio 47    Anthony Danalis  Heike Jagode  Thomas Herault  Piotr Luszczek  Jack Dongarra   Software-Defined Events through PAPI  2019 IEEE International Parallel and Distributed Processing Symposium Workshops (IPDPSW)   2019   2019-05  IEEE  Rio de Janeiro, Brazil  eng  PAPI has been used for almost two decades as an abstraction and standardization layer for profiling hardware-specific performance metrics. However, application developers-and profiling software packages-are quite often interested in information beyond hardware counters, such as the behavior of libraries used by the software that is being profiled. So far, accessing this information has required interfacing directly with the libraries on a case-by-case basis, or low-level binary instrumentation. In this paper, we introduce the new Software-Defined Event (SDE) component of PAPI which aims to enable PAPI to serve as an abstraction and standardization layer for events that originate in software layers as well. Extending PAPI to include SDEs enables monitoring of both types of performance events-hardware-and software-related events-in a uniform way, through the same consistent PAPI interface. Furthermore, implementing SDE as a PAPI component means that the new API is aimed only at the library developers who wish to export events from within their libraries. The API for reading PAPI events-both hardware and software-remains the same, so all legacy codes and tools that use PAPI will not only continue to work, but they will automatically be able to read SDEs wherever those are available. The goal of this paper is threefold. First, we outline our design decisions regarding the functionality we offer through the new SDE interface, and offer simple examples of usage. Second, we illustrate how those events can be utilized by different software packages, specifically, by showcasing their use in the task-based runtime PaRSEC, and the HPCG supercomputing benchmark. Third, we provide a thorough performance analysis of the overhead that results from monitoring different types of SDEs, and showcase the negligible overhead of using PAPI SDE even in cases of extremely heavy use.  Drupal-Biblio 17    Dmitry Zaitsev  Stanimire Tomov  Jack Dongarra   Solving Linear Diophantine Systems on Parallel Architectures  IEEE Transactions on Parallel and Distributed Systems   Mathematical model  Matrix decomposition  Parallel architectures  Petri nets  Software algorithms  Sparse matrices  Task analysis   2019   2019-05    https://ieeexplore.ieee.org/document/8482295  30  1158-1169  eng  Solving linear Diophantine systems of equations is applied in discrete-event systems, model checking, formal languages and automata, logic programming, cryptography, networking, signal processing, and chemistry. For modeling discrete systems with Petri nets, a solution in non-negative integer numbers is required, which represents an intractable problem. For this reason, solving such kinds of tasks with significant speedup is highly appreciated. In this paper we design a new solver of linear Diophantine systems based on the parallel-sequential composition of the system clans. The solver is studied and implemented to run on parallel architectures using a two-level parallelization concept based on MPI and OpenMP. A decomposable system is usually represented by a sparse matrix; a minimal clan size of the decomposition restricts the granulation of the technique. MPI is applied for solving systems for clans using a parallel-sequential composition on distributed-memory computing nodes, while OpenMP is applied in solving a single indecomposable system on a single node using multiple cores. A dynamic task-dispatching subsystem is developed for distributing systems on nodes in the process of compositional solution. Computational speedups are obtained on a series of test examples, e.g., illustrating that the best value constitutes up to 45 times speedup obtained on 5 nodes with 20 cores each.  5  Drupal-Biblio 5    Atsushi Hori  Tsujita, Yuichi  Shimada, Akio  Yoshinaga, Kazumi  Mitaro, Namiki  Fukazawa, Go  Sato, Mikiko  George Bosilca  Aurelien Bouteiller  Thomas Herault   Sato, Mitsuhisa   System Software for Many-Core and Multi-Core Architectures  Advanced Software Technologies for Post-Peta Scale Computing: The Japanese Post-Peta CREST Research Project   2019    https://doi.org/10.1007/978-981-13-1924-2_4  Springer Singapore  Singapore  59–75  978-981-13-1924-2  eng  In this project, the software technologies for the post-peta scale computing were explored. More specifically, OS technologies for heterogeneous architectures, lightweight thread, scalable I/O, and fault mitigation were investigated. As for the OS technologies, a new parallel execution model, Partitioned Virtual Address Space (PVAS), for the many-core CPU was proposed. For the heterogeneous architectures, where multi-core CPU and many-core CPU are connected with an I/O bus, an extension of PVAS, Multiple-PVAS, to have a unified virtual address space of multi-core and many-core CPUs was proposed. The proposed PVAS was also enhanced to have multiple processes where process context switch can take place at the user level (named User-Level Process: ULP). As for the scalable I/O, EARTH, optimization techniques for MPI collective I/O, was proposed. Lastly, for the fault mitigation, User Level Fault Mitigation, ULFM was improved to have faster agreement process, and sliding methods to substitute failed nodes with spare nodes was proposed. The funding of this project was ended in 2016; however, many proposed technologies are still being propelled.  Drupal-Biblio 17    Hartwig Anzt  Goran Flegar  Thomas Gruetzmacher  Enrique S. Quintana-Orti   Toward a Modular Precision Ecosystem for High-Performance Computing  The International Journal of High Performance Computing Applications   conjugate gradient  GPUs  Jacobi method  Modular precision  multicore processors  PageRank  parallel numerical linear algebra   2019   2019-11  33  1069-1078  eng  With the memory bandwidth of current computer architectures being significantly slower than the (floating point) arithmetic performance, many scientific computations only leverage a fraction of the computational power in today’s high-performance architectures. At the same time, memory operations are the primary energy consumer of modern architectures, heavily impacting the resource cost of large-scale applications and the battery life of mobile devices. This article tackles this mismatch between floating point arithmetic throughput and memory bandwidth by advocating a disruptive paradigm change with respect to how data are stored and processed in scientific applications. Concretely, the goal is to radically decouple the data storage format from the processing format and, ultimately, design a “modular precision ecosystem” that allows for more flexibility in terms of customized data access. For memory-bounded scientific applications, dynamically adapting the memory precision to the numerical requirements allows for attractive resource savings. In this article, we demonstrate the potential of employing a modular precision ecosystem for the block-Jacobi preconditioner and the PageRank algorithm—two applications that are popular in the communities and at the same characteristic representatives for the field of numerical linear algebra and data analytics, respectively.  6  Drupal-Biblio 17    Hartwig Anzt  Terry Cojean  Eileen Kuhn   Towards a New Peer Review Concept for Scientific Computing ensuring Technical Quality, Software Sustainability, and Result Reproducibility  Proceedings in Applied Mathematics and Mechanics   2019   2019-11  19  eng  In this position paper we argue for implementing an alternative peer review process for scientific computing contributions that promotes high quality scientific software developments as fully‐recognized conference submission. The idea is based on leveraging the code reviewers' feedback on scientific software contributions to community software developments as a third‐party review involvement. Providing open access to this technical review would complement the scientific review of the contribution, efficiently reduce the workload of the undisclosed reviewers, improve the algorithm implementation quality and software sustainability, and ensure full reproducibility of the reported results. Using this process creates incentives to publish scientific algorithms in open source software – instead of designing prototype algorithms with the unique purpose of publishing a paper. In addition, the comments and suggestions of the community being archived in the versioning control systems ensure that also community reviewers are receiving credit for the review contributions – unlike reviewers in the traditional peer review process. Finally, it reflects the particularity of the scientific computing community using conferences rather than journals as the main publication venue.  1  Drupal-Biblio 47    Hartwig Anzt  Yen Chen Chen  Terry Cojean  Jack Dongarra  Goran Flegar  Pratik Nayak  Enrique S. Quintana-Orti  Yuhsiang M. Tsai  Weichung Wang   Towards Continuous Benchmarking  Platform for Advanced Scientific Computing Conference (PASC 2019)   2019   2019-06  ACM Press  Zurich, Switzerland  9781450367707  eng  We present an automated performance evaluation framework that enables an automated workflow for testing and performance evaluation of software libraries. Integrating this component into an ecosystem enables sustainable software development, as a community effort, via a web application for interactively evaluating the performance of individual software components. The performance evaluation tool is based exclusively on web technologies, which removes the burden of downloading performance data or installing additional software. We employ this framework for the Ginkgo software ecosystem, but the framework can be used with essentially any software project, including the comparison between different software libraries. The Continuous Integration (CI) framework of Ginkgo is also extended to automatically run a benchmark suite on predetermined HPC systems, store the state of the machine and the environment along with the compiled binaries, and collect results in a publicly accessible performance data repository based on Git. The Ginkgo performance explorer (GPE) can be used to retrieve the performance data from the repository, and visualizes it in a web browser. GPE also implements an interface that allows users to write scripts, archived in a Git repository, to extract particular data, compute particular metrics, and visualize them in many different formats (as specified by the script). The combination of these approaches creates a workflow which enables performance reproducibility and software sustainability of scientific software. In this paper, we present example scripts that extract and visualize performance data for Ginkgo’s SpMV kernels that allow users to identify the optimal kernel for specific problem characteristics.  Drupal-Biblio 47    Ahmad Abdelfattah  Stanimire Tomov  Jack Dongarra   Towards Half-Precision Computation for Complex Matrices: A Case Study for Mixed Precision Solvers on GPUs  ScalA19: 10th Workshop on Latest Advances in Scalable Algorithms for Large-Scale Systems   Half precision  mixed-precision solvers  Tensor cores FP16 arithmetic   2019   2019-11  IEEE  Denver, CO  eng  Drupal-Biblio 47    Shu-Mei Tseng  Bogdan Nicolae  George Bosilca  Emmanuel Jeannot  Aparna Chandramowlishwaran  Franck Cappello   Towards Portable Online Prediction of Network Utilization Using MPI-Level Monitoring  2019 European Conference on Parallel Processing (Euro-Par 2019)   2019   2019-08  Springer  Göttingen, Germany  eng  Stealing network bandwidth helps a variety of HPC runtimes and services to run additional operations in the background without negatively affecting the applications. A key ingredient to make this possible is an accurate prediction of the future network utilization, enabling the runtime to plan the background operations in advance, such as to avoid competing with the application for network bandwidth. In this paper, we propose a portable deep learning predictor that only uses the information available through MPI introspection to construct a recurrent sequence-to-sequence neural network capable of forecasting network utilization. We leverage the fact that most HPC applications exhibit periodic behaviors to enable predictions far into the future (at least the length of a period). Our online approach does not have an initial training phase, it continuously improves itself during application execution without incurring significant computational overhead. Experimental results show better accuracy and lower computational overhead compared with the state-of-the-art on two representative applications.  Drupal-Biblio 21    Anthony Danalis  Heike Jagode  Daniel Barry  Jack Dongarra   Understanding Native Event Semantics   2019   2019-04  9th JLESC Workshop  Knoxville, TN  eng  Drupal-Biblio 47    Jiali Li  Bogdan Nicolae  Justin M. Wozniak  George Bosilca   Understanding Scalability and Fine-Grain Parallelism of Synchronous Data Parallel Training  2019 IEEE/ACM Workshop on Machine Learning in High Performance Computing Environments (MLHPC)   2019   2019-11  IEEE  Denver, CO  eng  In the age of big data, deep learning has emerged as a powerful tool to extract insight and exploit its value, both in industry and scientific applications. With increasing complexity of learning models and amounts of training data, data-parallel approaches based on frequent all-reduce synchronization steps are increasingly popular. Despite the fact that high-performance computing (HPC) technologies have been designed to address such patterns efficiently, the behavior of data-parallel approaches on HPC platforms is not well understood. To address this issue, in this paper we study the behavior of Horovod, a popular data-parallel approach that relies on MPI, on Theta, a pre-Exascale machine at Argonne National Laboratory. Using two representative applications, we explore two aspects: (1) how performance and scalability is affected by important parameters such as number of nodes, number of workers, threads per node, batch size; (2) how computational phases are interleaved withall-reduce communication phases at fine granularity and what consequences this interleaving has in terms of potential bottlenecks. Our findings show that pipelining of back-propagation, gradient reduction and weight updates mitigate the effects of stragglers during all-reduce only partially. Furthermore, there can be significant delays between weights update, which can be leveraged to mask the overhead of additional background operations that are coupled with the training.  Drupal-Biblio 17    Hartwig Anzt  Jack Dongarra  Goran Flegar  Enrique S. Quintana-Orti   Variable-Size Batched Gauss-Jordan Elimination for Block-Jacobi Preconditioning on Graphics Processors  Parallel Computing   Batched algorithms  Block-Jacobi  Gauss–Jordan elimination  Graphics processor  matrix inversion  sparse linear systems   2019   2019-01  81  131-146  eng  In this work, we address the efficient realization of block-Jacobi preconditioning on graphics processing units (GPUs). This task requires the solution of a collection of small and independent linear systems. To fully realize this implementation, we develop a variable-size batched matrix inversion kernel that uses Gauss-Jordan elimination (GJE) along with a variable-size batched matrix–vector multiplication kernel that transforms the linear systems’ right-hand sides into the solution vectors. Our kernels make heavy use of the increased register count and the warp-local communication associated with newer GPU architectures. Moreover, in the matrix inversion, we employ an implicit pivoting strategy that migrates the workload (i.e., operations) to the place where the data resides instead of moving the data to the executing cores. We complement the matrix inversion with extraction and insertion strategies that allow the block-Jacobi preconditioner to be set up rapidly. The experiments on NVIDIA’s K40 and P100 architectures reveal that our variable-size batched matrix inversion routine outperforms the CUDA basic linear algebra subroutine (cuBLAS) library functions that provide the same (or even less) functionality. We also show that the preconditioner setup and preconditioner application cost can be somewhat offset by the faster convergence of the iterative solver.  Drupal-Biblio 21    Heike Jagode  Anthony Danalis  Jack Dongarra   What it Takes to keep PAPI Instrumental for the HPC Community   2019   2019-07  The 2019 Collegeville Workshop on Sustainable Scientific Software (CW3S19)  Collegeville, MN  eng  Drupal-Biblio 47    Heike Jagode  Anthony Danalis  Jack Dongarra   What it Takes to keep PAPI Instrumental for the HPC Community  1st Workshop on Sustainable Scientific Software (CW3S19)   2019   2019-07    https://collegeville.github.io/CW3S19/WorkshopResources/WhitePapers/JagodeHeike_CW3S19_papi.pdf  Collegeville, Minnesota  eng  Drupal-Biblio 21    Anthony Danalis  Heike Jagode  Jack Dongarra   Is your scheduling good? How would you know?   2019   2019-06  14th Scheduling for Large Scale Systems Workshop  Bordeaux, France  eng  Optimal scheduling is a goal that can rarely be achieved, even in purely theoretical contexts where the nuanced behavior of complex hardware and software systems can be abstracted away, and simplified assumptions can be made. In real runtime systems, task schedulers are usually designed based on intuitions about optimal design and heuristics such as minimizing idle time and load imbalance, as well as maximizing data locality and reuse. This harsh reality is due in part to the very crude tools designers of task scheduling systems have at their disposal for assessing the quality of their assumptions. Examining hardware behavior—such as cache reuse—through counters rarely leads to improvement in scheduler design, and quite often the runtime designers are left with total execution time as their only guiding mechanism.

In this talk we will discuss new methods for illuminating the dark corners of task scheduling on real hardware. We will present our work on extending PAPI—which has long been the de facto standard for accessing hardware events—so that it can be used to access software events. We will focus specifically on the impact this work can have on runtime systems with dynamic schedulers, and discuss illustrative examples.  Drupal-Biblio 17    Jack Dongarra  Vladimir Getov  Kevin Walsh   The 30th Anniversary of the Supercomputing Conference: Bringing the Future Closer—Supercomputing History and the Immortality of Now  Computer   High-performance computing  history of computing  SC  Scientific computing  supercomputing  Virtual Roundtable   2018   2018-11  51  74–85  eng  A panel of experts—including Gordon Bell, Jack Dongarra, William E. (Bill) Johnston, Horst Simon, Erich Strohmaier, and Mateo Valero—discuss historical reflections on the past 30 years of the Supercomputing (SC) conference, its leading role for the professional community and some exciting future challenges.  10  Drupal-Biblio 13    Xaiohe Cheng  Anumeena Soma  Eduardo D'Azevedo  Kwai Wong  Stanimire Tomov   Accelerating 2D FFT: Exploit GPU Tensor Cores through Mixed-Precision   2018   2018-11  The International Conference for High Performance Computing, Networking, Storage, and Analysis (SC18), ACM Student Research Poster  Dallas, TX  eng  Drupal-Biblio 21    Stanimire Tomov  Mark Gates  Azzam Haidar   Accelerating Linear Algebra with MAGMA   2018   2018-02  ECP Annual Meeting 2018, Tutorial  Knoxville, TN  eng  Drupal-Biblio 17    Heike Jagode  Anthony Danalis  Jack Dongarra   Accelerating NWChem Coupled Cluster through dataflow-based Execution  The International Journal of High Performance Computing Applications   CCSD  dag  dataflow  NWChem  parsec  ptg  tasks   2018   2018-07    http://journals.sagepub.com/doi/10.1177/1094342016672543  32  540--551  eng  Numerical techniques used for describing many-body systems, such as the Coupled Cluster methods (CC) of the quantum chemistry package NWCHEM, are of extreme interest to the computational chemistry community in fields such as catalytic reactions, solar energy, and bio-mass conversion. In spite of their importance, many of these computationally intensive algorithms have traditionally been thought of in a fairly linear fashion, or are parallelized in coarse chunks. In this paper, we present our effort of converting the NWCHEM’s CC code into a dataflow-based form that is capable of utilizing the task scheduling system PARSEC (Parallel Runtime Scheduling and Execution Controller): a software package designed to enable high-performance computing at scale. We discuss the modularity of our approach and explain how the PARSEC-enabled dataflow version of the subroutines seamlessly integrate into the NWCHEM codebase.
Furthermore, we argue how the CC algorithms can be easily decomposed into finer-grained tasks (compared with the original version of NWCHEM); and how data distribution and load balancing are decoupled and can be tuned independently. We demonstrate performance acceleration by more than a factor of two in the execution of the entire CC component of NWCHEM, concluding that the utilization of dataflow-based execution for CC methods enables more efficient and scalable computation.  4  Journal Article  540  Drupal-Biblio 17    Tingxing Dong  Azzam Haidar  Stanimire Tomov  Jack Dongarra   Accelerating the SVD Bi-Diagonalization of a Batch of Small Matrices using GPUs  Journal of Computational Science   Batched  Eigenvalue and singular value problems  hardware accelerators  numerical linear algebra  Two-sided factorization algorithms   2018   2018-05  26  237–245  eng  The acceleration of many small-sized linear algebra problems has become extremely challenging for current many-core architectures, and in particular GPUs. Standard interfaces have been proposed for some of these problems, called batched problems, so that they get targeted for optimization and used in a standard way in applications, calling them directly from highly optimized, standard numerical libraries, like (batched) BLAS and LAPACK. While most of the developments have been for one-sided factorizations and solvers, many important applications – from big data analytics to information retrieval, low-rank approximations for solvers and preconditioners – require two-sided factorizations, and most notably the SVD factorization. To address these needs and the parallelization challenges related to them, we developed a number of new batched computing techniques and designed batched Basic Linear Algebra Subroutines (BLAS) routines, and in particular the Level-2 BLAS GEMV and the Level-3 BLAS GEMM routines, to solve them. We propose a device functions-based methodology and big-tile setting techniques in our batched BLAS design. The different optimization techniques result in many software versions that must be tuned, for which we adopt an auto-tuning strategy to automatically derive the optimized instances of the routines. We illustrate our batched BLAS approach to optimize batched SVD bi-diagonalization progressively on GPUs. The progression is illustrated on an NVIDIA K40c GPU, and also, ported and presented on AMD Fiji Nano GPU, using AMD's Heterogeneous–Compute Interface for Portability (HIP) C++ runtime API. We demonstrate achieving 80% of the theoretically achievable peak performance for the overall algorithm, and significant acceleration of the Level-2 BLAS GEMV and Level-3 BLAS GEMM needed compared to vendor-optimized libraries on GPUs and multicore CPUs. The optimization techniques in this paper are applicable to the other two-sided factorizations as well.  Drupal-Biblio 17    Mark Gates  Stanimire Tomov  Jack Dongarra   Accelerating the SVD Two Stage Bidiagonal Reduction and Divide and Conquer Using GPUs  Parallel Computing  Parallel Computing   2-stage  accelerator  Divide and conquer  gpu  Singular value decomposition  SVD   2018   2018-05    https://www.sciencedirect.com/science/article/pii/S0167819117301758  74  3–18  eng  The increasing gap between memory bandwidth and computation speed motivates the choice of algorithms to take full advantage of today’s high performance computers. For dense matrices, the classic algorithm for the singular value decomposition (SVD) uses a one stage reduction to bidiagonal form, which is limited in performance by the memory bandwidth. To overcome this limitation, a two stage reduction to bidiagonal has been gaining popularity. It first reduces the matrix to band form using high performance Level 3 BLAS, then reduces the band matrix to bidiagonal form. As accelerators such as GPUs and co-processors are becoming increasingly widespread in high-performance computing, a question of great interest to many SVD users is how much the employment of a two stage reduction, as well as other current best practices in GPU computing, can accelerate this important routine. To fulfill this interest, we have developed an accelerated SVD employing a two stage reduction to bidiagonal and a number of other algorithms that are highly optimized for GPUs. Notably, we also parallelize and accelerate the divide and conquer algorithm used to solve the subsequent bidiagonal SVD. By accelerating all phases of the SVD algorithm, we provide a significant speedup compared to existing multi-core and GPU-based SVD implementations. In particular, using a P100 GPU, we illustrate a performance of up to 804 Gflop/s in double precision arithmetic to compute the full SVD of a 20k × 20k matrix in 90 seconds, which is 8.9 ×  faster than MKL on two 10 core Intel Haswell E5-2650 v3 CPUs, 3.7 ×  over the multi-core PLASMA two stage version, and 2.6 ×  over the previously accelerated one stage MAGMA version.  Drupal-Biblio 47    Xi Luo  Wei Wu  George Bosilca  Thananon Patinyasakdikul  Linnan Wang  Jack Dongarra   ADAPT: An Event-Based Adaptive Collective Communication Framework  The 27th International Symposium on High-Performance Parallel and Distributed Computing (HPDC '18)   2018   2018-06  ACM Press  Tempe, Arizona  9781450357852  eng  The increase in scale and heterogeneity of high-performance computing (HPC) systems predispose the performance of Message Passing Interface (MPI) collective communications to be susceptible to noise, and to adapt to a complex mix of hardware capabilities. The designs of state of the art MPI collectives heavily rely on synchronizations; these designs magnify noise across the participating processes, resulting in significant performance slowdown. Therefore, such design philosophy must be reconsidered to efficiently and robustly run on the large-scale heterogeneous platforms. In this paper, we present ADAPT, a new collective communication framework in Open MPI, using event-driven techniques to morph collective algorithms to heterogeneous environments. The core concept of ADAPT is to relax synchronizations, while mamtaining the minimal data dependencies of MPI collectives. To fully exploit the different bandwidths of data movement lanes in heterogeneous systems, we extend the ADAPT collective framework with a topology-aware communication tree. This removes the boundaries of different hardware topologies while maximizing the speed of data movements. We evaluate our framework with two popular collective operations: broadcast and reduce on both CPU and GPU clusters. Our results demonstrate drastic performance improvements and a strong resistance against noise compared to other state of the art MPI libraries. In particular, we demonstrate at least 1.3X and 1.5X speedup for CPU data and 2X and 10X speedup for GPU data using ADAPT event-based broadcast and reduce operations.  Drupal-Biblio 13    Ian Masliah  Ahmad Abdelfattah  Azzam Haidar  Stanimire Tomov  Marc Baboulin  Joël Falcou  Jack Dongarra   Algorithms and Optimization Techniques for High-Performance Matrix-Matrix Multiplications of Very Small Matrices  Innovative Computing Laboratory Technical Report   2018   2018-09  ICL-UT-18-09  Innovative Computing Laboratory, University of Tennessee  eng  Expressing scientific computations in terms of BLAS, and in particular the general dense matrix-matrix multiplication (GEMM), is of fundamental importance for obtaining high performance portability across architectures. However, GEMMs for small matrices of sizes smaller than 32 are not sufficiently optimized in existing libraries. We consider the computation of many small GEMMs and its performance portability for a wide range of computer architectures, including Intel CPUs, ARM, IBM, Intel Xeon Phi, and GPUs. These computations often occur in applications like big data analytics, machine learning, high-order finite element methods (FEM), and others. The GEMMs are grouped together in a single batched routine. For these cases, we present algorithms and their optimization techniques that are specialized for the matrix sizes and architectures of interest. We derive a performance model and show that the new developments can be tuned to obtain performance that is within 90% of the optimal for any of the architectures of interest. For example, on a V100 GPU for square matrices of size 32, we achieve an execution rate of about 1; 600 gigaFLOP/s in double-precision arithmetic, which is 95% of the theoretically derived peak for this computation on a V100 GPU. We also show that these results outperform currently available state-of-the-art implementations such as vendor-tuned math libraries, including Intel MKL and NVIDIA CUBLAS, as well as open-source libraries like OpenBLAS and Eigen.  Drupal-Biblio 17    Ahmad Abdelfattah  Azzam Haidar  Stanimire Tomov  Jack Dongarra   Analysis and Design Techniques towards High-Performance and Energy-Efficient Dense Linear Solvers on GPUs  IEEE Transactions on Parallel and Distributed Systems   Dense linear solvers  energy efficiency  GPU computing   2018   2018-12  29  2700–2712  eng  Graphics Processing Units (GPUs) are widely used in accelerating dense linear solvers. The matrix factorizations, which dominate the runtime for these solvers, are often designed using a hybrid scheme, where GPUs perform trailing matrix updates, while the CPUs perform the panel factorizations. Consequently, hybrid solutions require high-end CPUs and optimized CPU software in order to deliver high performance. Furthermore, they lack the energy efficiency inherent for GPUs due to the use of less energy-efficient CPUs, as well as CPU-GPU communications. This paper presents analysis and design techniques that overcome the shortcomings of the hybrid algorithms, and allow the design of high-performance and energy-efficient dense LU and Cholesky factorizations that use GPUs only. The full GPU solution eliminates the need for a high-end CPU and optimized CPU software, which leads to a better energy efficiency. We discuss different design choices, and introduce optimized GPU kernels for panel factorizations. The developed solutions achieve 90+ percent of the performance of optimized hybrid solutions, while improving the energy efficiency by 50 percent. They outperform the vendor library by 30-50 percent in single precision, and 15-50 percent in double precision. We also show that hybrid designs trail the proposed solutions in performance when optimized CPU software is not available.  12  Drupal-Biblio 47    Ichitaro Yamazaki  Ahmad Abdelfattah  Akihiro Ida  Satoshi Ohshima  Stanimire Tomov  Rio Yokota  Jack Dongarra   Analyzing Performance of BiCGStab with Hierarchical Matrix on GPU Clusters  IEEE International Parallel and Distributed Processing Symposium (IPDPS)   2018   2018-05  IEEE  Vancouver, BC, Canada  eng  ppohBEM is an open-source software package im- plementing the boundary element method. One of its main software tasks is the solution of the dense linear system of equations, for which, ppohBEM relies on another software package called HACApK. To reduce the cost of solving the linear system, HACApK hierarchically compresses the coefficient matrix using adaptive cross approximation. This hierarchical compression greatly reduces the storage and time complexities of the solver and enables the solution of large-scale boundary value problems. To extend the capability of ppohBEM, in this paper, we carefully port the HACApK’s linear solver onto GPU clusters. Though the potential of the GPUs has been widely accepted in high-performance computing, it is still a challenge to utilize the GPUs for a solver, like HACApK’s, that requires fine-grained computation and global communication. First, to utilize the GPUs, we integrate the batched GPU kernel that was recently released in the MAGMA software package. We discuss several techniques to improve the performance of the batched kernel. We then study various techniques to address the inter-GPU communication and study their effects on state-of- the-art GPU clusters. We believe that the techniques studied in this paper are of interest to a wide range of software packages running on GPUs, especially with the increasingly complex node architectures and the growing costs of the communication. We also hope that our efforts to integrate the GPU kernel or to setup the inter-GPU communication will influence the design of the future-generation batched kernels or the communication layer within a software stack.  Drupal-Biblio 17    Prasanna Balaprakash  Jack Dongarra  Todd Gamblin  Mary Hall  Jeffrey Hollingsworth  Boyana Norris  Richard Vuduc   Autotuning in High-Performance Computing Applications  Proceedings of the IEEE   High-performance computing  performance tuning programming systems   2018   2018-11  106  2068–2083  eng  Autotuning refers to the automatic generation of a search space of possible implementations of a computation that are evaluated through models and/or empirical measurement to identify the most desirable implementation. Autotuning has the potential to dramatically improve the performance portability of petascale and exascale applications. To date, autotuning has been used primarily in high-performance applications through tunable libraries or previously tuned application code that is integrated directly into the application. This paper draws on the authors' extensive experience applying autotuning to high-performance applications, describing both successes and future challenges. If autotuning is to be widely used in the HPC community, researchers must address the software engineering challenges, manage configuration overheads, and continue to demonstrate significant performance gains and portability across architectures. In particular, tools that configure the application must be integrated into the application build process so that tuning can be reapplied as the application and target architectures evolve.  11  Drupal-Biblio 17    Jack Dongarra  Mark Gates  Jakub Kurzak  Piotr Luszczek  Yaohung Tsai   Autotuning Numerical Dense Linear Algebra for Batched Computation With GPU Hardware Accelerators  Proceedings of the IEEE   Dense numerical linear algebra  performance autotuning   2018   2018-11  106  2040–2055  eng  Computational problems in engineering and scientific disciplines often rely on the solution of many instances of small systems of linear equations, which are called batched solves. In this paper, we focus on the important variants of both batch Cholesky factorization and subsequent substitution. The former requires the linear system matrices to be symmetric positive definite (SPD). We describe the implementation and automated performance engineering of these kernels that implement the factorization and the two substitutions. Our target platforms are graphics processing units (GPUs), which over the past decade have become an attractive high-performance computing (HPC) target for solvers of linear systems of equations. Due to their throughput-oriented design, GPUs exhibit the highest processing rates among the available processors. However, without careful design and coding, this speed is mostly restricted to large matrix sizes. We show an automated exploration of the implementation space as well as a new data layout for the batched class of SPD solvers. Our tests involve the solution of many thousands of linear SPD systems of exactly the same size. The primary focus of our techniques is on the individual matrices in the batch that have dimensions ranging from 5-by-5 up to 100-by-100. We compare our autotuned solvers against the state-of-the-art solvers such as those provided through NVIDIA channels and publicly available in the optimized MAGMA library. The observed performance is competitive and many times superior for many practical cases. The advantage of the presented methodology lies in achieving these results in a portable manner across matrix storage formats and GPU hardware architecture platforms.  11  Drupal-Biblio 17    Piotr Luszczek  Jakub Kurzak  Ichitaro Yamazaki  David Keffer  Vasileios Maroulas  Jack Dongarra   Autotuning Techniques for Performance-Portable Point Set Registration in 3D  Supercomputing Frontiers and Innovations   2018   2018-12  4  5  eng  We present an autotuning approach applied to exhaustive performance engineering of the EM-ICP algorithm for the point set registration problem with a known reference. We were able to achieve progressively higher performance levels through a variety of code transformations and an automated procedure of generating a large number of implementation variants. Furthermore, we managed to exploit code patterns that are not common when only attempting manual optimization but which yielded in our tests better performance for the chosen registration algorithm. Finally, we also show how we maintained high levels of the performance rate in a portable fashion across a wide range of hardware platforms including multicore, manycore coprocessors, and accelerators. Each of these hardware classes is much different from the others and, consequently, cannot reliably be mastered by a single developer in a short time required to deliver a close-to-optimal implementation. We assert in our concluding remarks that our methodology as well as the presented tools provide a valid automation system for software optimization tasks on modern HPC hardware.  42  Drupal-Biblio 27    Jack Dongarra  Iain Duff  Mark Gates  Azzam Haidar  Sven Hammarling  Nicholas J. Higham  Jonathan Hogg  Pedro Valero Lara  Piotr Luszczek  Mawussi Zounon  Samuel D. Relton  Stanimire Tomov  Timothy Costa  Sarah Knepper   Batched BLAS (Basic Linear Algebra Subprograms) 2018 Specification   2018   2018-07  eng  This document describes an API for Batch Basic Linear Algebra Subprograms (Batched BLAS or BBLAS). We focus on many independent BLAS operations on small matrices that are grouped together and processed by a single routine, called a Batched BLAS routine. The extensions beyond the original BLAS standard are considered that specify a programming interface not only for routines with uniformly-sized matrices and/or vectors but also for the situation where the sizes vary. The aim is to provide more efficient, but portable, implementations of algorithms on high-performance manycore platforms. These include multicore and many-core CPU processors; GPUs and coprocessors; as well as other hardware accelerators with floating-point compute facility.  Drupal-Biblio 17    Ahmad Abdelfattah  Azzam Haidar  Stanimire Tomov  Jack Dongarra   Batched One-Sided Factorizations of Tiny Matrices Using GPUs: Challenges and Countermeasures  Journal of Computational Science   batch computation  GPU computing  matrix factorization   2018   2018-05  26  226–236  eng  The use of batched matrix computations recently gained a lot of interest for applications, where the same operation is applied to many small independent matrices. The batched computational pattern is frequently encountered in applications of data analytics, direct/iterative solvers and preconditioners, computer vision, astrophysics, and more, and often requires specific designs for vectorization and extreme parallelism to map well on today's high-end many-core architectures. This has led to the development of optimized software for batch computations, and to an ongoing community effort to develop standard interfaces for batched linear algebra software. Furthering these developments, we present GPU design and optimization techniques for high-performance batched one-sided factorizations of millions of tiny matrices (of size 32 and less). We quantify the effects and relevance of different techniques in order to select the best-performing LU, QR, and Cholesky factorization designs. While we adapt common optimization techniques, such as optimal memory traffic, register blocking, and concurrency control, we also show that a different mindset and techniques are needed when matrices are tiny, and in particular, sub-vector/warp in size. The proposed routines are part of the MAGMA library and deliver significant speedups compared to their counterparts in currently available vendor-optimized libraries. Notably, we tune the developments for the newest V100 GPU from NVIDIA to show speedups of up to 11.8×.  Drupal-Biblio 13    Osni Marques  James Demmel  Paulo B. Vasconcelos   Bidiagonal SVD Computation via an Associated Tridiagonal Eigenproblem  LAPACK Working Note   2018   2018-04  LAWN 295, ICL-UT-18-02  University of Tennessee  eng  In this paper, we present an algorithm for the singular value decomposition (SVD) of a bidiagonal matrix by means of the eigenpairs of an associated symmetric tridiagonal matrix. The algorithm is particularly suited for the computation of a subset of singular values and corresponding vectors. We focus on a sequential version of the algorithm, and discuss special cases and implementation details. We use a large set of bidiagonal matrices to assess the accuracy of the implementation in single and double precision, as well as to identify potential shortcomings. We show that the algorithm can be up to three orders of magnitude faster than existing algorithms, which are limited to the computation of a full SVD. We also show time comparisons of an implementation that uses the strategy discussed in the paper as a building block for the computation of the SVD of general matrices.  Drupal-Biblio 17    Mark Asch  Terry Moore  Rosa M. Badia  Micah Beck  Pete Beckman  Thierry Bidot  François Bodin  Franck Cappello  Alok Choudhary  Bronis R. de Supinski  Ewa Deelman  Jack Dongarra  Anshu Dubey  Geoffrey Fox  Haohuan Fu  Sergi Girona  Michael Heroux  Yutaka Ishikawa  Kate Keahey  David Keyes  William T. Kramer  Jean-François Lavignon  Yutong Lu  Satoshi Matsuoka  Bernd Mohr  Stéphane Requena  Joel Saltz  Thomas Schulthess  Rick Stevens  Martin Swany  Alexander Szalay  William Tang  Gaël Varoquaux  Jean-Pierre Vilotte  Robert W. Wisniewski  Zhiwei Xu  Igor Zacharov   Big Data and Extreme-Scale Computing: Pathways to Convergence - Toward a Shaping Strategy for a Future Software and Data Ecosystem for Scientific Inquiry  The International Journal of High Performance Computing Applications   2018   2018-07  32  435–479  eng  Over the past four years, the Big Data and Exascale Computing (BDEC) project organized a series of five international workshops that aimed to explore the ways in which the new forms of data-centric discovery introduced by the ongoing revolution in high-end data analysis (HDA) might be integrated with the established, simulation-centric paradigm of the high-performance computing (HPC) community. Based on those meetings, we argue that the rapid proliferation of digital data generators, the unprecedented growth in the volume and diversity of the data they generate, and the intense evolution of the methods for analyzing and using that data are radically reshaping the landscape of scientific computing. The most critical problems involve the logistics of wide-area, multistage workflows that will move back and forth across the computing continuum, between the multitude of distributed sensors, instruments and other devices at the networks edge, and the centralized resources of commercial clouds and HPC centers. We suggest that the prospects for the future integration of technological infrastructures and research ecosystems need to be considered at three different levels. First, we discuss the convergence of research applications and workflows that establish a research paradigm that combines both HPC and HDA, where ongoing progress is already motivating efforts at the other two levels. Second, we offer an account of some of the problems involved with creating a converged infrastructure for peripheral environments, that is, a shared infrastructure that can be deployed throughout the network in a scalable manner to meet the highly diverse requirements for processing, communication, and buffering/storage of massive data workflows of many different scientific domains. Third, we focus on some opportunities for software ecosystem convergence in big, logically centralized facilities that execute large-scale simulations and models and/or perform large-scale data analytics. We close by offering some conclusions and recommendations for future investment and policy review.  4  Drupal-Biblio 47    Yves Caniou  Eddy Caron  Aurélie Kong Win Chang  Yves Robert   Budget-Aware Scheduling Algorithms for Scientific Workflows with Stochastic Task Weights on Heterogeneous IaaS Cloud Platforms  2018 IEEE International Parallel and Distributed Processing Symposium Workshops (IPDPSW)   budget aware algorithm  multi criteria scheduling  workflow   2018   2018-05  IEEE  Vancouver, BC, Canada  eng  This paper introduces several budget-aware algorithms to deploy scientific workflows on IaaS cloud platforms, where users can request Virtual Machines (VMs) of different types, each with specific cost and speed parameters. We use a realistic application/platform model with stochastic task weights, and VMs communicating through a datacenter. We extend two well-known algorithms, MinMin and HEFT, and make scheduling decisions based upon machine availability and available budget. During the mapping process, the budget-aware algorithms make conservative assumptions to avoid exceeding the initial budget; we further improve our results with refined versions that aim at re-scheduling some tasks onto faster VMs, thereby spending any budget fraction leftover by the first allocation. These refined variants are much more time-consuming than the former algorithms, so there is a trade-off to find in terms of scalability. We report an extensive set of simulations with workflows from the Pegasus benchmark suite. Most of the time our budget-aware algorithms succeed in achieving efficient makespans while enforcing the given budget, despite (i) the uncertainty in task weights and (ii) the heterogeneity of VMs in both cost and speed values.  Drupal-Biblio 17    Li Han  Louis-Claude Canon  Henri Casanova  Yves Robert  Frederic Vivien   Checkpointing Workflows for Fail-Stop Errors  IEEE Transactions on Computers   checkpoint  fail-stop error  resilience  workflow   2018   2018-08    http://ieeexplore.ieee.org/document/8279499/  67  1105–1120  eng  We consider the problem of orchestrating the execution of workflow applications structured as Directed Acyclic Graphs (DAGs) on parallel computing platforms that are subject to fail-stop failures. The objective is to minimize expected overall execution time, or makespan. A solution to this problem consists of a schedule of the workflow tasks on the available processors and of a decision of which application data to checkpoint to stable storage, so as to mitigate the impact of processor failures. To address this challenge, we consider a restricted class of graphs, Minimal Series-Parallel Graphs (M-SPGS), which is relevant to many real-world workflow applications. For this class of graphs, we propose a recursive list-scheduling algorithm that exploits the M-SPG structure to assign sub-graphs to individual processors, and uses dynamic programming to decide how to checkpoint these sub-graphs. We assess the performance of our algorithm for production workflow configurations, comparing it to an approach in which all application data is checkpointed and an approach in which no application data is checkpointed. Results demonstrate that our algorithm outperforms both the former approach, because of lower checkpointing overhead, and the latter approach, because of better resilience to failures.  8  Drupal-Biblio 13    James Ahrens  Christopher M. Biwer  Alexandru Costan  Gabriel Antoniu  Maria S. Pérez  Nenad Stojanovic  Rosa Badia  Oliver Beckstein  Geoffrey Fox  Shantenu Jha  Micah Beck  Terry Moore  Sunita Chandrasekaran  Carlos Costa  Thierry Deutsch  Luigi Genovese  Tarek El-Ghazawi  Ian Foster  Dennis Gannon  Toshihiro Hanawa  Tevfik Kosar  William Kramer  Madhav V. Marathe  Christopher L. Barrett  Takemasa Miyoshi  Alex Pothen  Ariful Azad  Judy Qiu  Bo Peng  Ravi Teja  Sahil Tyagi  Chathura Widanage  Jon Koskey  Maryam Rahnemoonfar  Umakishore Ramachandran  Miles Deegan  William Tang  Osamu Tatebe  Michela Taufer  Michel Cuende  Ewa Deelman  Trilce Estrada  Rafael Ferreira Da Silva  Harrel Weinstein  Rodrigo Vargas  Miwako Tsuji  Kevin G. Yager  Wanling Gao  Jianfeng Zhan  Lei Wang  Chunjie Luo  Daoyi Zheng  Xu Wen  Rui Ren  Chen Zheng  Xiwen He  Hainan Ye  Haoning Tang  Zheng Cao  Shujie Zhang  Jiahui Dai   A Collection of White Papers from the BDEC2 Workshop in Bloomington, IN  Innovative Computing Laboratory Technical Report   2018   2018-11  ICL-UT-18-15  University of Tennessee, Knoxville  eng  Drupal-Biblio 17    Jian Sun  Joshua Fu  John Drake  Qingzhao Zhu  Azzam Haidar  Mark Gates  Stanimire Tomov  Jack Dongarra   Computational Benefit of GPU Optimization for Atmospheric Chemistry Modeling  Journal of Advances in Modeling Earth Systems   compiler  CUDA  data transfer  gpu  hybrid  memory layout   2018   2018-08  10  1952–1969  eng  Global chemistry‐climate models are computationally burdened as the chemical mechanisms become more complex and realistic. Optimization for graphics processing units (GPU) may make longer global simulation with regional detail possible, but limited study has been done to explore the potential benefit for the atmospheric chemistry modeling. Hence, in this study, the second‐order Rosenbrock solver of the chemistry module of CAM4‐Chem is ported to the GPU to gauge potential speed‐up. We find that on the CPU, the fastest performance is achieved using the Intel compiler with a block interleaved memory layout. Different combinations of compiler and memory layout lead to ~11.02× difference in the computational time. In contrast, the GPU version performs the best when using a combination of fully interleaved memory layout with block size equal to the warp size, CUDA streams for independent kernels, and constant memory. Moreover, the most efficient data transfer between CPU and GPU is gained by allocating the memory contiguously during the data initialization on the GPU. Compared to one CPU core, the speed‐up of using one GPU alone reaches a factor of ~11.7× for the computation alone and ~3.82× when the data transfer between CPU and GPU is considered. Using one GPU alone is also generally faster than the multithreaded implementation for 16 CPU cores in a compute node and the single‐source solution (OpenACC). The best performance is achieved by the implementation of the hybrid CPU/GPU version, but rescheduling the workload among the CPU cores is required before the practical CAM4‐Chem simulation.  8  Drupal-Biblio 17    Henri Casanova  Julien Herrmann  Yves Robert   Computing the Expected Makespan of Task Graphs in the Presence of Silent Errors  Parallel Computing   Expected makespan  fault-tolerance  scheduling  Scientific workflows  silent errors  Task graphs   2018   2018-07  75  41–60  eng  Applications structured as Directed Acyclic Graphs (DAGs) of tasks occur in many domains, including popular scientific workflows. DAG scheduling has thus received an enormous amount of attention. Many of the popular DAG scheduling heuristics make scheduling deci- sions based on path lengths. At large scale compute platforms are subject to various types of failures with non-negligible probabilities of occurrence. Failures that have recently re- ceived increased attention are “silent errors,” which cause data corruption. Tolerating silent errors is done by checking the validity of computed results and possibly re-executing a task from scratch. The execution time of a task then becomes a random variable, and so do path lengths in a DAG. Unfortunately, computing the expected makespan of a DAG (and equivalently computing expected path lengths in a DAG) is a computationally dif- ficult problem. Consequently, designing effective scheduling heuristics in this context is challenging. In this work, we propose an algorithm that computes a first order approxi- mation of the expected makespan of a DAG when tasks are subject to silent errors. We find that our proposed approximation outperforms previously proposed approaches both in terms of approximation error and of speed.  Drupal-Biblio 17    Anne Benoit  Aurelien Cavelan  Franck Cappello  Padma Raghavan  Yves Robert  Hongyang Sun   Coping with Silent and Fail-Stop Errors at Scale by Combining Replication and Checkpointing  Journal of Parallel and Distributed Computing   checkpointing  fail-stop errors  Fault tolerance  High-performance computing  Replication  silent errors   2018   2018-12  122  209–225  eng  This paper provides a model and an analytical study of replication as a technique to cope with silent errors, as well as a mixture of both silent and fail-stop errors on large-scale platforms. Compared with fail-stop errors that are immediately detected when they occur, silent errors require a detection mechanism. To detect silent errors, many application-specific techniques are available, either based on algorithms (e.g., ABFT), invariant preservation or data analytics, but replication remains the most transparent and least intrusive technique. We explore the right level (duplication, triplication or more) of replication for two frameworks: (i) when the platform is subject to only silent errors, and (ii) when the platform is subject to both silent and fail-stop errors. A higher level of replication is more expensive in terms of resource usage but enables to tolerate more errors and to even correct some errors, hence there is a trade-off to be found. Replication is combined with checkpointing and comes with two flavors: process replication and group replication. Process replication applies to message-passing applications with communicating processes. Each process is replicated, and the platform is composed of process pairs, or triplets. Group replication applies to black-box applications, whose parallel execution is replicated several times. The platform is partitioned into two halves (or three thirds). In both scenarios, results are compared before each checkpoint, which is taken only when both results (duplication) or two out of three results (triplication) coincide. Otherwise, one or more silent errors have been detected, and the application rolls back to the last checkpoint, as well as when fail-stop errors have struck. We provide a detailed analytical study for all of these scenarios, with formulas to decide, for each scenario, the optimal parameters as a function of the error rate, checkpoint cost, and platform size. We also report a set of extensive simulation results that nicely corroborates the analytical model.  Drupal-Biblio 17    Guillaume Aupy  Anne Benoit  Sicheng Dai  Loïc Pottier  Padma Raghavan  Yves Robert  Manu Shantharam   Co-Scheduling Amdhal Applications on Cache-Partitioned Systems  International Journal of High Performance Computing Applications   cache partitioning  co-scheduling  complexity results   2018   2018-01  32  123–138  eng  Cache-partitioned architectures allow subsections of the shared last-level cache (LLC) to be exclusively reserved for some applications. This technique dramatically limits interactions between applications that are concurrently executing on a multicore machine. Consider n applications that execute concurrently, with the objective to minimize the makespan, defined as the maximum completion time of the n applications. Key scheduling questions are as follows: (i) which proportion of cache and (ii) how many processors should be given to each application? In this article, we provide answers to (i) and (ii) for Amdahl applications. Even though the problem is shown to be NP-complete, we give key elements to determine the subset of applications that should share the LLC (while remaining ones only use their smaller private cache). Building upon these results, we design efficient heuristics for Amdahl applications. Extensive simulations demonstrate the usefulness of co-scheduling when our efficient cache partitioning strategies are deployed.  1  Drupal-Biblio 47    Guillaume Aupy  Anne Benoit  Brice Goglin  Loïc Pottier  Yves Robert   Co-Scheduling HPC Workloads on Cache-Partitioned CMP Platforms  Cluster 2018   2018   2018-09  IEEE Computer Society Press  Belfast, UK  eng  Drupal-Biblio 13    Aurelien Bouteiller  George Bosilca  Thomas Herault  Jack Dongarra   Data Movement Interfaces to Support Dataflow Runtimes  Innovative Computing Laboratory Technical Report   2018   2018-05  ICL-UT-18-03  University of Tennessee  eng  This document presents the design study and reports on the implementation of a portable hosted accelerator device support in the PaRSEC Dataflow Tasking at Exascale runtime, undertaken as part of the ECP contract 17-SC-20-SC. The document discusses different technological approaches to transfer data to/from hosted accelerators, issues recommendations for technology providers, and presents the design of an OpenMP-based accelerator support in PaRSEC.  Drupal-Biblio 10    Azzam Haidar  Ahmad Abdelfattah  Mawussi Zounon  Panruo Wu  Srikara Pranesh  Stanimire Tomov  Jack Dongarra   The Design of Fast and Energy-Efficient Linear Solvers: On the Potential of Half-Precision Arithmetic and Iterative Refinement Techniques  International Conference on Computational Science (ICCS 2018)   2018   2018-06    https://rdcu.be/bcKSC  Springer  Wuxi, China  10860  586–600  eng  As parallel computers approach exascale, power efficiency in high-performance computing (HPC) systems is of increasing concern. Exploiting both the hardware features and algorithms is an effective solution to achieve power efficiency, and to address the energy constraints in modern and future HPC systems. In this work, we present a novel design and implementation of an energy-efficient solution for dense linear systems of equations, which are at the heart of large-scale HPC applications. The proposed energy-efficient linear system solvers are based on two main components: (1) iterative refinement techniques, and (2) reduced-precision computing features in modern accelerators and coprocessors. While most of the energy efficiency approaches aim to reduce the consumption with a minimal performance penalty, our method improves both the performance and the energy efficiency. Compared to highly-optimized linear system solvers, our kernels deliver the same accuracy solution up to   2×  faster and reduce the energy consumption up to half on Intel Knights Landing (KNL) architectures. By efficiently using the Tensor Cores available in the NVIDIA V100 PCIe GPUs, the speedups can be up to   4× , with more than 80% reduction in the energy consumption.  Drupal-Biblio 13    George Bosilca  Aurelien Bouteiller  Thomas Herault  Valentin Le Fèvre  Yves Robert  Jack Dongarra   Distributed Termination Detection for HPC Task-Based Environments  Innovative Computing Laboratory Technical Report   2018   2018-06  ICL-UT-18-14  University of Tennessee  eng  This paper revisits distributed termination detection algorithms in the context of high-performance computing applications in task systems. We first outline the need to efficiently detect termination in workflows for which the total number of tasks is data dependent and therefore not known statically but only revealed dynamically during execution. We introduce an efficient variant of the Credit Distribution Algorithm (CDA) and compare it to the original algorithm (HCDA) as well as to its two primary competitors: the Four Counters algorithm (4C) and the Efficient Delay-Optimal Distributed algorithm (EDOD). On the theoretical side, we analyze the behavior of each algorithm for some simplified task-based kernels and show the superiority of CDA in terms of the number of control messages. On the practical side, we provide a highly tuned implementation of each termination detection algorithm within PaRSEC and compare their performance for a variety of benchmarks, extracted from scientific applications that exhibit dynamic behaviors.  Drupal-Biblio 47    Valentin Le Fèvre  George Bosilca  Aurelien Bouteiller  Thomas Herault  Atsushi Hori  Yves Robert  Jack Dongarra   Do moldable applications perform better on failure-prone HPC platforms?  11th Workshop on Resiliency in High Performance Computing in Clusters, Clouds, and Grids  LNCS   2018   2018-08  Springer Verlag  Turin, Italy  eng  This paper compares the performance of different approaches to tolerate failures using checkpoint/restart when executed on large-scale failure-prone platforms. We study (i) Rigid applications, which use a constant number of processors throughout execution; (ii) Moldable applications, which can use a different number of processors after each restart following a fail-stop error; and (iii) GridShaped applications, which are moldable applications restricted to use rectangular processor grids (such as many dense linear algebra kernels). For each application type, we compute the optimal number of failures to tolerate before relinquishing the current allocation and waiting until a new resource can be allocated, and we determine the optimal yield that can be achieved. We instantiate our performance model with a realistic applicative scenario and make it publicly available for further usage.  Drupal-Biblio 10    Aurelien Bouteiller  Pophale, Swaroop  Swen Boehm  Baker, Matthew B.  Manjunath Gorentla Venkata   Manjunath Gorentla Venkata  Imam, Neena  Pophale, Swaroop   Evaluating Contexts in OpenSHMEM-X Reference Implementation  OpenSHMEM and Related Technologies. Big Compute and Big Data Convergence   2018  Springer International Publishing  Cham  50–62  978-3-319-73814-7  eng  Many-core processors are now ubiquitous in supercomputing. This evolution pushes toward the adoption of mixed models in which cores are exploited with threading models (and related programming abstractions, such as OpenMP), while communication between distributed memory domains employ a communication Application Programming Interface (API). OpenSHMEM is a partitioned global address space communication specification that exposes one-sided and synchronization operations. As the threaded semantics of OpenSHMEM are being fleshed out by its standardization committee, it is important to assess the soundness of the proposed concepts. This paper implements and evaluate the ``context'' extension in relation to threaded operations. We discuss the implementation challenges of the context and the associated API in OpenSHMEM-X. We then evaluate its performance in threaded situations on the Infiniband network using micro-benchmarks and the Random Access benchmark and see that adding communication contexts significantly improves message rate achievable by the executing multi-threaded PEs.  Drupal-Biblio 13    Stanimire Tomov  Azzam Haidar  Daniel Schultz  Jack Dongarra   Evaluation and Design of FFT for Distributed Accelerated Systems  ECP WBS 2.3.3.09 Milestone Report   2018   2018-10  FFT-ECP ST-MS-10-1216  Innovative Computing Laboratory, University of Tennessee  eng  Drupal-Biblio 17    Heike Jagode  Anthony Danalis  Reazul Hoque  Mathieu Faverge  Jack Dongarra   Evaluation of Dataflow Programming Models for Electronic Structure Theory  Concurrency and Computation: Practice and Experience: Special Issue on Parallel and Distributed Algorithms   CCSD  coupled cluster methods  dataflow  NWChem  OpenMP  parsec  StarPU  task-based runtime   2018   2018-05  2018  1–20  eng  Dataflow programming models have been growing in popularity as a means to deliver a good balance between performance and portability in the post-petascale era. In this paper, we evaluate different dataflow programming models for electronic structure methods and compare them in terms of programmability, resource utilization, and scalability. In particular, we evaluate two programming paradigms for expressing scientific applications in a dataflow form: (1) explicit dataflow, where the dataflow is specified explicitly by the developer, and (2) implicit dataflow, where a task scheduling runtime derives the dataflow using per-task data-access information embedded in a serial program. We discuss our findings and present a thorough experimental analysis using methods from the NWChem quantum chemistry application as our case study, and OpenMP, StarPU, and PaRSEC as the task-based runtimes that enable the different forms of dataflow execution. Furthermore, we derive an abstract model to explore the limits of the different dataflow programming paradigms.  e4490  Drupal-Biblio 17    George Bosilca  Aurelien Bouteiller  Amina Guermouche  Thomas Herault  Yves Robert  Pierre Sens  Jack Dongarra   A Failure Detector for HPC Platforms  The International Journal of High Performance Computing Applications   failure detection  Fault tolerance  MPI   2018   2018-01  32  139–158  eng  Building an infrastructure for exascale applications requires, in addition to many other key components, a stable and efficient failure detector. This article describes the design and evaluation of a robust failure detector that can maintain and distribute the correct list of alive resources within proven and scalable bounds. The detection and distribution of the fault information follow different overlay topologies that together guarantee minimal disturbance to the applications. A virtual observation ring minimizes the overhead by allowing each node to be observed by another single node, providing an unobtrusive behavior. The propagation stage uses a nonuniform variant of a reliable broadcast over a circulant graph overlay network and guarantees a logarithmic fault propagation. Extensive simulations, together with experiments on the Titan Oak Ridge National Laboratory supercomputer, show that the algorithm performs extremely well and exhibits all the desired properties of an exascale-ready algorithm.  1  Drupal-Biblio 47    Li Han  Valentin Le Fèvre  Louis-Claude Canon  Yves Robert  Frederic Vivien   A Generic Approach to Scheduling and Checkpointing Workflows   The 47th International Conference on Parallel Processing (ICPP 2018)   2018   2018-08  IEEE Computer Society Press  Eugene, OR  eng  This work deals with scheduling and checkpointing strategies to execute scientific workflows on failure-prone large-scale platforms. To the best of our knowledge, this work is the first to target failstop errors for arbitrary workflows. Most previous work addresses soft errors, which corrupt the task being executed by a processor but do not cause the entire memory of that processor to be lost, contrarily to fail-stop errors. We revisit classical mapping heuristics such as HEFT and MinMin and complement them with several checkpointing strategies. The objective is to derive an efficient trade-off between checkpointing every task (CkptAll), which is an overkill when failures are rare events, and checkpointing no task (CkptNone), which induces dramatic re-execution overhead even when only a few failures strike during execution. Contrarily to previous work, our approach applies to arbitrary workflows, not just special classes of dependence graphs such as M-SPGs (Minimal Series-Parallel Graphs). Extensive experiments report significant gain over both CkptAll and CkptNone, for a wide variety of workflows.  Drupal-Biblio 17    Azzam Haidar  Ahmad Abdelfattah  Mawussi Zounon  Stanimire Tomov  Jack Dongarra   A Guide for Achieving High Performance with Very Small Matrices on GPUs: A Case Study of Batched LU and Cholesky Factorizations  IEEE Transactions on Parallel and Distributed Systems   2018   2018-05  29  973–984  eng  We present a high-performance GPU kernel with a substantial speedup over vendor libraries for very small matrix computations. In addition, we discuss most of the challenges that hinder the design of efficient GPU kernels for small matrix algorithms. We propose relevant algorithm analysis to harness the full power of a GPU, and strategies for predicting the performance, before introducing a proper implementation. We develop a theoretical analysis and a methodology for high-performance linear solvers for very small matrices. As test cases, we take the Cholesky and LU factorizations and show how the proposed methodology enables us to achieve a performance close to the theoretical upper bound of the hardware. This work investigates and proposes novel algorithms for designing highly optimized GPU kernels for solving batches of hundreds of thousands of small-size Cholesky and LU factorizations. Our focus on efficient batched Cholesky and batched LU kernels is motivated by the increasing need for these kernels in scientific simulations (e.g., astrophysics applications). Techniques for optimal memory traffic, register blocking, and tunable concurrency are incorporated in our proposed design. The proposed GPU kernels achieve performance speedups versus CUBLAS of up to 6x for the factorizations, using double precision arithmetic on an NVIDIA Pascal P100 GPU.  5  Drupal-Biblio 47    Azzam Haidar  Stanimire Tomov  Jack Dongarra  Nicholas J. Higham   Harnessing GPU Tensor Cores for Fast FP16 Arithmetic to Speed up Mixed-Precision Iterative Refinement Solvers  The International Conference for High Performance Computing, Networking, Storage, and Analysis (SC18)   2018   2018-11  IEEE  Dallas, TX  eng  Low-precision floating-point arithmetic is a powerful tool for accelerating scientific computing applications, especially those in artificial intelligence. Here, we present an investigation showing that other high-performance computing (HPC) applications can also harness this power. Specifically, we use the general HPC problem, Ax = b, where A is a large dense matrix, and a double precision (FP64) solution is needed for accuracy. Our approach is based on mixed-precision (FP16-FP64) iterative refinement, and we generalize and extend prior advances into a framework, for which we develop architecture-specific algorithms and highly tuned implementations. These new methods show how using half-precision Tensor Cores (FP16-TC) for the arithmetic can provide up to 4× speedup. This is due to the performance boost that the FP16-TC provide as well as to the improved accuracy over the classical FP16 arithmetic that is obtained because the GEMM accumulation occurs in FP32 arithmetic.  Drupal-Biblio 13    Azzam Haidar  Ahmad Abdelfattah  Stanimire Tomov  Jack Dongarra   Harnessing GPU's Tensor Cores Fast FP16 Arithmetic to Speedup Mixed-Precision Iterative Refinement Solvers and Achieve 74 Gflops/Watt on Nvidia V100   2018   2018-03  GPU Technology Conference (GTC), Poster  San Jose, CA  eng  Drupal-Biblio 47    Anzt, Hartwig  Thomas Gruetzmacher  Enrique S. Quintana-Orti  Scheidegger, Florian   High-Performance GPU Implementation of PageRank with Reduced Precision based on Mantissa Segmentation  8th Workshop on Irregular Applications: Architectures and Algorithms   2018  eng  Drupal-Biblio 13    Ahmad Abdelfattah  Mark Gates  Jakub Kurzak  Piotr Luszczek  Jack Dongarra   Implementation of the C++ API for Batch BLAS  SLATE Working Notes   2018   2018-06  07, ICL-UT-18-04  Innovative Computing Laboratory, University of Tennessee  eng  07  Drupal-Biblio 17    Hartwig Anzt  Thomas Huckle  Jürgen Bräckle  Jack Dongarra   Incomplete Sparse Approximate Inverses for Parallel Preconditioning  Parallel Computing  Parallel Computing   2018   2018-01    http://www.sciencedirect.com/science/article/pii/S016781911730176X  71  1–22  eng  In this paper, we propose a new preconditioning method that can be seen as a generalization of block-Jacobi methods, or as a simplification of the sparse approximate inverse (SAI) preconditioners. The “Incomplete Sparse Approximate Inverses” (ISAI) is in particular efficient in the solution of sparse triangular linear systems of equations. Those arise, for example, in the context of incomplete factorization preconditioning. ISAI preconditioners can be generated via an algorithm providing fine-grained parallelism, which makes them attractive for hardware with a high concurrency level. In a study covering a large number of matrices, we identify the ISAI preconditioner as an attractive alternative to exact triangular solves in the context of incomplete factorization preconditioning.  Drupal-Biblio 13    Pieter Ghysels  Sherry Li  Asim YarKhan  Jack Dongarra   Initial Integration and Evaluation of SLATE and STRUMPACK  Innovative Computing Laboratory Technical Report   2018   2018-12  ICL-UT-18-11  University of Tennessee  eng  Drupal-Biblio 13    Asim YarKhan  Gerald Ragghianti  Jack Dongarra  Marc Cawkwell  Danny Perez  Arthur Voter   Initial Integration and Evaluation of SLATE Parallel BLAS in LATTE  Innovative Computing Laboratory Technical Report   2018   2018-06  ICL-UT-18-07  Innovative Computing Laboratory, University of Tennessee  eng  Drupal-Biblio 17    Azzam Haidar  Heike Jagode  Phil Vaccaro  Asim YarKhan  Stanimire Tomov  Jack Dongarra   Investigating Power Capping toward Energy-Efficient Scientific Applications  Concurrency Computation: Practice and Experience   energy efficiency  High Performance Computing  Intel Xeon Phi  Knights landing  papi  performance analysis  Performance Counters  power efficiency   2018   2018-04    https://onlinelibrary.wiley.com/doi/abs/10.1002/cpe.4485  2018  1-14  eng  The emergence of power efficiency as a primary constraint in processor and system design poses new challenges concerning power and energy awareness for numerical libraries and scientific applications. Power consumption also plays a major role in the design of data centers, which may house petascale or exascale-level computing systems. At these extreme scales, understanding and improving the energy efficiency of numerical libraries and their related applications becomes a crucial part of the successful implementation and operation of the computing system. In this paper, we study and investigate the practice of controlling a compute system's power usage, and we explore how different power caps affect the performance of numerical algorithms with different computational intensities. Further, we determine the impact, in terms of performance and energy usage, that these caps have on a system running scientific applications. This analysis will enable us to characterize the types of algorithms that benefit most from these power management schemes. Our experiments are performed using a set of representative kernels and several popular scientific benchmarks. We quantify a number of power and performance measurements and draw observations and conclusions that can be viewed as a roadmap to achieving energy efficiency in the design and execution of scientific algorithms.  e4485  Drupal-Biblio 47    Anzt, Hartwig  Jack Dongarra   A Jaccard Weights Kernel Leveraging Independent Thread Scheduling on GPUs  SBAC-PAD   2018    https://ieeexplore.ieee.org/document/8645946  IEEE  Lyon, France  eng  Drupal-Biblio 13    Mark Gates  Ali Charara  Jakub Kurzak  Asim YarKhan  Ichitaro Yamazaki  Jack Dongarra   Least Squares Performance Report  SLATE Working Notes   2018   2018-12  09, ICL-UT-18-10  Innovative Computing Laboratory, University of Tennessee  eng  SLATE Working Notes  09  Drupal-Biblio 13    Jakub Kurzak  Mark Gates  Ichitaro Yamazaki  Ali Charara  Asim YarKhan  Jamie Finney  Gerald Ragghianti  Piotr Luszczek  Jack Dongarra   Linear Systems Performance Report  SLATE Working Notes   2018   2018-09  08, ICL-UT-18-08  Innovative Computing Laboratory, University of Tennessee  eng  SLATE Working Notes  08  Drupal-Biblio 13    Ahmad Abdelfattah  Jack Dongarra  Azzam Haidar  Stanimire Tomov  Ichitaro Yamazaki   MATEDOR: MAtrix, TEnsor, and Deep-learning Optimized Routines   2018   2018-11  The International Conference for High Performance Computing, Networking, Storage, and Analysis (SC18), Research Poster  Dallas, TX  eng  Drupal-Biblio 13    Azzam Haidar  Stanimire Tomov  Ahmad Abdelfattah  Ichitaro Yamazaki  Jack Dongarra   MAtrix, TEnsor, and Deep-learning Optimized Routines (MATEDOR)   2018   2018-04  NSF PI Meeting, Poster  Washington, DC  eng  Drupal-Biblio 17    Anne Benoit  Aurelien Cavelan  Yves Robert  Hongyang Sun   Multi-Level Checkpointing and Silent Error Detection for Linear Workflows  Journal of Computational Science   2018   2018-09  28  398–415  eng  We focus on High Performance Computing (HPC) workflows whose dependency graph forms a linear chain, and we extend single-level checkpointing in two important directions. Our first contribution targets silent errors, and combines in-memory checkpoints with both partial and guaranteed verifications. Our second contribution deals with multi-level checkpointing for fail-stop errors. We present sophisticated dynamic programming algorithms that return the optimal solution for each problem in polynomial time. We also show how to combine all these techniques and solve the problem with both fail-stop and silent errors. Simulation results demonstrate that these extensions lead to significantly improved performance compared to the standard single-level checkpointing algorithm.  Drupal-Biblio 47    Thomas Herault  Yves Robert  Aurelien Bouteiller  Dorian Arnold  Kurt Ferreira  George Bosilca  Jack Dongarra   Optimal Cooperative Checkpointing for Shared High-Performance Computing Platforms  2018 IEEE International Parallel and Distributed Processing Symposium Workshops (IPDPSW), Best Paper Award   2018   2018-05  IEEE  Vancouver, BC, Canada  eng  In high-performance computing environments, input/output (I/O) from various sources often contend for scarce available bandwidth. Adding to the I/O operations inherent to the failure-free execution of an application, I/O from checkpoint/restart (CR) operations (used to ensure progress in the presence of failures) place an additional burden as it increase I/O contention, leading to degraded performance. In this work, we consider a cooperative scheduling policy that optimizes the overall performance of concurrently executing CR-based applications which share valuable I/O resources. First, we provide a theoretical model and then derive a set of necessary constraints needed to minimize the global waste on the platform. Our results demonstrate that the optimal checkpoint interval, as defined by Young/Daly, despite providing a sensible metric for a single application, is not sufficient to optimally address resource contention at the platform scale. We therefore show that combining optimal checkpointing periods with I/O scheduling strategies can provide a significant improvement on the overall application performance, thereby maximizing platform throughput. Overall, these results provide critical analysis and direct guidance on checkpointing large-scale workloads in the presence of competing I/O while minimizing the impact on application performance.  Drupal-Biblio 17    Hartwig Anzt  Moritz Kreutzer  Eduardo Ponce  Gregory D. Peterson  Gerhard Wellein  Jack Dongarra   Optimization and Performance Evaluation of the IDR Iterative Krylov Solver on GPUs  The International Journal of High Performance Computing Applications   co-design  gpu  Induced dimension reduction (IDR)  kernel fusion  kernel overlap  roofline performance model   2018   2018-03  2  32  220–230  eng  In this paper, we present an optimized GPU implementation for the induced dimension reduction algorithm. We improve data locality, combine it with an efficient sparse matrix vector kernel, and investigate the potential of overlapping computation with communication as well as the possibility of concurrent kernel execution. A comprehensive performance evaluation is conducted using a suitable performance model. The analysis reveals efficiency of up to 90%, which indicates that the implementation achieves performance close to the theoretically attainable bound.  Drupal-Biblio 47    Ahmad Abdelfattah  Azzam Haidar  Stanimire Tomov  Jack Dongarra   Optimizing GPU Kernels for Irregular Batch Workloads: A Case Study for Cholesky Factorization  IEEE High Performance Extreme Computing Conference (HPEC’18)   2018   2018-09  IEEE  Waltham, MA  eng  This paper introduces several frameworks for the design and implementation of high performance GPU kernels that target batch workloads with irregular sizes. Such workloads are ubiquitous in many scientific applications, including sparse direct solvers, astrophysics, and quantum chemistry. The paper addresses two main categories of frameworks, taking the Cholesky factorization as a case study. The first uses hostside kernel launches, and the second uses device-side launches. Within each category, different design options are introduced, with an emphasis on the advantages and the disadvantages of each approach. Our best performing design outperforms the state-of-the-art CPU implementation, scoring up to 4.7× speedup in double precision on a Pascal P100 GPU.  Drupal-Biblio 21    Anthony Danalis  Heike Jagode  Jack Dongarra   PAPI: Counting outside the Box   2018   2018-04  8th JLESC Meeting  Barcelona, Spain  eng  Drupal-Biblio 21    Heike Jagode  Anthony Danalis  Jack Dongarra   PAPI's New Software-Defined Events for In-Depth Performance Analysis   2018   2018-09  CCDSC 2018: Workshop on Clusters, Clouds, and Data for Scientific Computing  Lyon, France  eng  One of the most recent developments of the Performance API (PAPI) is the addition of Software-Defined Events (SDE). PAPI has successfully served the role of the abstraction and unification layer for hardware performance counters for over a decade. This talk presents our effort to extend this role to encompass performance critical information that does not originate in hardware, but rather in critical software layers, such as libraries and runtime systems. Our overall objective is to enable monitoring of both types of performance events, hardware- and software-related events, in a uniform way, through one consistent PAPI interface. Performance analysts will be able to form a complete picture of the entire application performance without learning new instrumentation primitives. In this talk, we outline PAPI's new SDE API and showcase the usefulness of SDE through its employment in software layers as diverse as the math library MAGMA, the dataflow runtime PaRSEC, and the state-of-the-art chemistry application NWChem. We outline the process of instrumenting these software packages and highlight the performance information that can be acquired with SDEs.  Drupal-Biblio 13    Jakub Kurzak  Mark Gates  Asim YarKhan  Ichitaro Yamazaki  Panruo Wu  Piotr Luszczek  Jamie Finney  Jack Dongarra   Parallel BLAS Performance Report  SLATE Working Notes   2018   2018-04  05, ICL-UT-18-01  University of Tennessee  eng  05  Drupal-Biblio 13    Jakub Kurzak  Mark Gates  Asim YarKhan  Ichitaro Yamazaki  Piotr Luszczek  Jamie Finney  Jack Dongarra   Parallel Norms Performance Report  SLATE Working Notes   2018   2018-06  06, ICL-UT-18-06  Innovative Computing Laboratory, University of Tennessee  eng  06  Drupal-Biblio 17    Hartwig Anzt  Edmond Chow  Jack Dongarra   ParILUT - A New Parallel Threshold ILU  SIAM Journal on Scientific Computing   2018   2018-07  SIAM  40  C503–C519  eng  We propose a parallel algorithm for computing a threshold incomplete LU (ILU) factorization. The main idea is to interleave a parallel fixed-point iteration that approximates an incomplete factorization for a given sparsity pattern with a procedure that adjusts the pattern. We describe and test a strategy for identifying nonzeros to be added and nonzeros to be removed from the sparsity pattern. The resulting pattern may be different and more effective than that of existing threshold ILU algorithms. Also in contrast to other parallel threshold ILU algorithms, much of the new algorithm has fine-grained parallelism.  4  Drupal-Biblio 47    Anne Benoit  Swann Perarnau  Loïc Pottier  Yves Robert   A Performance Model to Execute Workflows on High-Bandwidth Memory Architectures  The 47th International Conference on Parallel Processing (ICPP 2018)   2018   2018-08  IEEE Computer Society Press  Eugene, OR  eng  This work presents a realistic performance model to execute scientific workflows on high-bandwidth memory architectures such as the Intel Knights Landing. We provide a detailed analysis of the execution time on such platforms, taking into account transfers from both fast and slow memory and their overlap with computations. We discuss several scheduling and mapping strategies: not only tasks must be assigned to computing resource, but also one has to decide which fraction of input and output data will reside in fast memory, and which will have to stay in slow memory. Extensive simulations allow us to assess the impact of the mapping strategies on performance. We also conduct actual experiments for a simple 1D Gauss-Seidel kernel, which assess the accuracy of the model and further demonstrate the importance of a tuned memory management. Altogether, our model and results lay the foundations for further studies and experiments on dual-memory systems.  Drupal-Biblio 17    Ralph Castain  Joshua Hursey  Aurelien Bouteiller  David Solt   PMIx: Process Management for Exascale Environments  Parallel Computing  Parallel Computing   2018   2018-01    https://linkinghub.elsevier.com/retrieve/pii/S0167819118302424https://api.elsevier.com/content/article/PII:S0167819118302424?httpAccept=text/xmlhttps://api.elsevier.com/content/article/PII:S0167819118302424?httpAccept=text/plain  79  9–29  eng  Drupal-Biblio 21    Mark Hoemmen  Ichitaro Yamazaki   Production Implementations of Pipelined & Communication-Avoiding Iterative Linear Solvers   2018   2018-03  SIAM Conference on Parallel Processing for Scientific Computing  Tokyo, Japan  eng  Drupal-Biblio 5    Guillaume Aupy  Yves Robert   Scheduling for Fault-Tolerance: An Introduction  Topics in Parallel and Distributed Computing   2018  Springer International Publishing  143–170   978-3-319-93108-1  eng  Drupal-Biblio 17    Jack Dongarra  Mark Gates  Azzam Haidar  Jakub Kurzak  Piotr Luszczek  Stanimire Tomov  Ichitaro Yamazaki   The Singular Value Decomposition: Anatomy of Optimizing an Algorithm for Extreme Scale  SIAM Review  SIAM Rev.   bidiagonal matrix  bisection  Divide and conquer  Hestenes method  Jacobi method  Kogbetliantz method  MRRR  QR iteration  Singular value decomposition  SVD   2018   2018-11    https://epubs.siam.org/doi/10.1137/17M1117732  60  808–865  eng  The computation of the singular value decomposition, or SVD, has a long history with many improvements over the years, both in its implementations and algorithmically. Here, we survey the evolution of SVD algorithms for dense matrices, discussing the motivation and performance impacts of changes. There are two main branches of dense SVD methods: bidiagonalization and Jacobi. Bidiagonalization methods started with the implementation by Golub and Reinsch in Algol60, which was subsequently ported to Fortran in the EISPACK library, and was later more efficiently implemented in the LINPACK library, targeting contemporary vector machines. To address cache-based memory hierarchies, the SVD algorithm was reformulated to use Level 3 BLAS in the LAPACK library. To address new architectures, ScaLAPACK was introduced to take advantage of distributed computing, and MAGMA was developed for accelerators such as GPUs. Algorithmically, the divide and conquer and MRRR algorithms were developed to reduce the number of operations. Still, these methods remained memory bound, so two-stage algorithms were developed to reduce memory operations and increase the computational intensity, with efficient implementations in PLASMA, DPLASMA, and MAGMA. Jacobi methods started with the two-sided method of Kogbetliantz and the one-sided method of Hestenes. They have likewise had many developments, including parallel and block versions and preconditioning to improve convergence. In this paper, we investigate the impact of these changes by testing various historical and current implementations on a common, modern multicore machine and a distributed computing platform. We show that algorithmic and implementation improvements have increased the speed of the SVD by several orders of magnitude, while using up to 40 times less energy.  4  Drupal-Biblio 13    Heike Jagode  Anthony Danalis  Hartwig Anzt  Ichitaro Yamazaki  Mark Hoemmen  Erik Boman  Stanimire Tomov  Jack Dongarra   Software-Defined Events (SDEs) in MAGMA-Sparse  Innovative Computing Laboratory Technical Report   2018   2018-12  ICL-UT-18-12  University of Tennessee  eng  Drupal-Biblio 21    Anthony Danalis  Heike Jagode  Jack Dongarra   Software-Defined Events through PAPI for In-Depth Analysis of Application Performance   2018   2018-07  5th Platform for Advanced Scientific Computing Conference (PASC18)  Basel, Switzerland  eng  Drupal-Biblio 13    Hartwig Anzt  Ichitaro Yamazaki  Mark Hoemmen  Erik Boman  Jack Dongarra   Solver Interface & Performance on Cori  Innovative Computing Laboratory Technical Report   2018   2018-06  ICL-UT-18-05  University of Tennessee  eng  Drupal-Biblio 17    David E. Bernholdt  Swen Boehm  George Bosilca  Manjunath Gorentla Venkata  Ryan E. Grant  Thomas Naughton  Howard P. Pritchard  Martin Schulz  Geoffroy R. Vallee   A Survey of MPI Usage in the US Exascale Computing Project  Concurrency Computation: Practice and Experience   exascale  MPI   2018   2018-09  eng  The Exascale Computing Project (ECP) is currently the primary effort in theUnited States focused on developing “exascale” levels of computing capabilities, including hardware, software, and applications. In order to obtain amore thorough understanding of how the software projects under the ECPare using, and planning to use theMessagePassing Interface (MPI), and help guide the work of our own project within the ECP, we created a survey.Of the 97 ECP projects active at the time the survey was distributed, we received 77 responses, 56 of which reported that their projects were usingMPI. This paper reports the results of that survey for the benefit of the broader community of MPI developers.  Special Issue  Drupal-Biblio 17    Ichitaro Yamazaki  Jakub Kurzak  Panruo Wu  Mawussi Zounon  Jack Dongarra   Symmetric Indefinite Linear Solver using OpenMP Task on Multicore Architectures  IEEE Transactions on Parallel and Distributed Systems   linear algebra  multithreading  runtime  symmetric indefinite matrices   2018   2018-08  29  1879–1892  eng  Recently, the Open Multi-Processing (OpenMP) standard has incorporated task-based programming, where a function call with input and output data is treated as a task. At run time, OpenMP's superscalar scheduler tracks the data dependencies among the tasks and executes the tasks as their dependencies are resolved. On a shared-memory architecture with multiple cores, the independent tasks are executed on different cores in parallel, thereby enabling parallel execution of a seemingly sequential code. With the emergence of many-core architectures, this type of programming paradigm is gaining attention-not only because of its simplicity, but also because it breaks the artificial synchronization points of the program and improves its thread-level parallelization. In this paper, we use these new OpenMP features to develop a portable high-performance implementation of a dense symmetric indefinite linear solver. Obtaining high performance from this kind of solver is a challenge because the symmetric pivoting, which is required to maintain numerical stability, leads to data dependencies that prevent us from using some common performance-improving techniques. To fully utilize a large number of cores through tasking, while conforming to the OpenMP standard, we describe several techniques. Our performance results on current many-core architectures-including Intel's Broadwell, Intel's Knights Landing, IBM's Power8, and Arm's ARMv8-demonstrate the portable and superior performance of our implementation compared with the Linear Algebra PACKage (LAPACK). The resulting solver is now available as a part of the PLASMA software package.  8  Drupal-Biblio 17    Joseph Dorris  Asim YarKhan  Jakub Kurzak  Piotr Luszczek  Jack Dongarra   Task Based Cholesky Decomposition on Xeon Phi Architectures using OpenMP  International Journal of Computational Science and Engineering (IJCSE)   2018   2018-10  3  17  eng  The increasing number of computational cores in modern many-core processors, as represented by the Intel Xeon Phi architectures, has created the need for an open-source, high performance and scalable task-based dense linear algebra package that can efficiently use this type of many-core hardware. In this paper, we examined the design modifications necessary when porting PLASMA, a task-based dense linear algebra library, run effectively on two generations of Intel's Xeon Phi architecture, known as knights corner (KNC) and knights landing (KNL). First, we modified PLASMA's tiled Cholesky decomposition to use OpenMP tasks for its scheduling mechanism to enable Xeon Phi compatibility. We then compared the performance of our modified code to that of the original dynamic scheduler running on an Intel Xeon Sandy Bridge CPU. Finally, we looked at the performance of the OpenMP tiled Cholesky decomposition on knights corner and knights landing processors. We detail the optimisations required to obtain performance on these platforms and compare with the highly tuned Intel MKL math library.  Drupal-Biblio 13    George Bosilca  Damien Genet  Robert Harrison  Thomas Herault  Mohammad Mahdi Javanmard  Chong Peng  Edward Valeev   Tensor Contraction on Distributed Hybrid Architectures using a Task-Based Runtime System  Innovative Computing Laboratory Technical Report   2018   2018-12  ICL-UT-18-13  University of Tennessee  eng  The needs for predictive simulation of electronic structure in chemistry and materials science calls for fast/reduced-scaling formulations of quantum n-body methods that replace the traditional dense tensors with element-, block-, rank-, and block-rank-sparse (data-sparse) tensors. The resulting, highly irregular data structures are a poor match to imperative, bulk-synchronous parallel programming style due to the dynamic nature of the problem and to the lack of clear domain decomposition to guarantee a fair load-balance. TESSE runtime and the associated programming model aim to support performance-portable composition of applications involving irregular and dynamically changing data. In this paper we report an implementation of irregular dense tensor contraction in a paradigmatic electronic structure application based on the TESSE extension of PaRSEC, a distributed hybrid task runtime system, and analyze the resulting performance on a distributed memory cluster of multi-GPU nodes. Unprecedented strong scaling and promising efficiency indicate a viable future for task-based programming of complete production-quality reduced scaling models of electronic structure.  Drupal-Biblio 13    Ahmad Abdelfattah  Azzam Haidar  Stanimire Tomov  Jack Dongarra   Tensor Contractions using Optimized Batch GEMM Routines   2018   2018-03  GPU Technology Conference (GTC), Poster  San Jose, CA  eng  Drupal-Biblio 13    Azzam Haidar  Stanimire Tomov  Ahmad Abdelfattah  Mawussi Zounon  Jack Dongarra   Using GPU FP16 Tensor Cores Arithmetic to Accelerate Mixed-Precision Iterative Refinement Solvers and Reduce Energy Consumption   2018   2018-06  ISC High Performance (ISC18), Best Poster Award  Frankfurt, Germany  eng  Drupal-Biblio 47    Azzam Haidar  Stanimire Tomov  Ahmad Abdelfattah  Mawussi Zounon  Jack Dongarra   Using GPU FP16 Tensor Cores Arithmetic to Accelerate Mixed-Precision Iterative Refinement Solvers and Reduce Energy Consumption  ISC High Performance (ISC'18), Best Poster   2018   2018-06  Frankfurt, Germany  eng  Drupal-Biblio 17    Edmond Chow  Hartwig Anzt  Jennifer Scott  Jack Dongarra   Using Jacobi Iterations and Blocking for Solving Sparse Triangular Systems in Incomplete Factorization Preconditioning  Journal of Parallel and Distributed Computing   2018   2018-11  119  219–230  eng  When using incomplete factorization preconditioners with an iterative method to solve large sparse linear systems, each application of the preconditioner involves solving two sparse triangular systems. These triangular systems are challenging to solve efficiently on computers with high levels of concurrency. On such computers, it has recently been proposed to use Jacobi iterations, which are highly parallel, to approximately solve the triangular systems from incomplete factorizations. The effectiveness of this approach, however, is problem-dependent: the Jacobi iterations may not always converge quickly enough for all problems. Thus, as a necessary and important step to evaluate this approach, we experimentally test the approach on a large number of realistic symmetric positive definite problems. We also show that by using block Jacobi iterations, we can extend the range of problems for which such an approach can be effective. For block Jacobi iterations, it is essential for the blocking to be cognizant of the matrix structure.  Drupal-Biblio 47    Hartwig Anzt  Jack Dongarra  Goran Flegar  Thomas Gruetzmacher   Variable-Size Batched Condition Number Calculation on GPUs  SBAC-PAD   2018   2018-09    https://ieeexplore.ieee.org/document/8645907  Lyon, France  eng  Drupal-Biblio 17    Heike Jagode  Anthony Danalis  Jack Dongarra   Accelerating NWChem Coupled Cluster through Dataflow-Based Execution  The International Journal of High Performance Computing Applications   CCSD  dag  dataflow  NWChem  parsec  ptg  tasks   2017   2017-01    http://journals.sagepub.com/doi/10.1177/1094342016672543  1–13  eng  Numerical techniques used for describing many-body systems, such as the Coupled Cluster methods (CC) of the quantum chemistry package NWChem, are of extreme interest to the computational chemistry community in fields such as catalytic reactions, solar energy, and bio-mass conversion. In spite of their importance, many of these computationally intensive algorithms have traditionally been thought of in a fairly linear fashion, or are parallelized in coarse chunks. In this paper, we present our effort of converting the NWChem’s CC code into a dataflow-based form that is capable of utilizing the task scheduling system PaRSEC (Parallel Runtime Scheduling and Execution Controller): a software package designed to enable high-performance computing at scale. We discuss the modularity of our approach and explain how the PaRSEC-enabled dataflow version of the subroutines seamlessly integrate into the NWChem codebase. Furthermore, we argue how the CC algorithms can be easily decomposed into finer-grained tasks (compared with the original version of NWChem); and how data distribution and load balancing are decoupled and can be tuned independently. We demonstrate performance acceleration by more than a factor of two in the execution of the entire CC component of NWChem, concluding that the utilization of dataflow-based execution for CC methods enables more efficient and scalable computation.  Drupal-Biblio 21    Ahmad Abdelfattah  Marc Baboulin  Veselin Dobrev  Jack Dongarra  Christopher Earl  Joël Falcou  Azzam Haidar  Ian Karlin  Tzanio Kolev  Ian Masliah  Stanimire Tomov   Accelerating Tensor Contractions in High-Order FEM with MAGMA Batched   2017   2017-03  SIAM Conference on Computer Science and Engineering (SIAM CSE17), Presentation  Atlanta, GA  eng  Drupal-Biblio 17    Sangmin Seo  Abdelhalim Amer  Pavan Balaji  Cyril Bordage  George Bosilca  Alex Brooks  Philip Carns  Adrian Castello  Damien Genet  Thomas Herault  Shintaro Iwasaki  Prateek Jindal  Sanjay Kale  Sriram Krishnamoorthy  Jonathan Lifflander  Huiwei Lu  Esteban Meneses  Mar Snir  Yanhua Sun  Kenjiro Taura  Pete Beckman   Argobots: A Lightweight Low-Level Threading and Tasking Framework  IEEE Transactions on Parallel and Distributed Systems   Argobots  context switch  I/O  interoperability  lightweight  MPI  OpenMP  stackable scheduler  tasklet  user-level thread   2017   2017-10    http://ieeexplore.ieee.org/document/8082139/  eng  In the past few decades, a number of user-level threading and tasking models have been proposed in the literature to address the shortcomings of OS-level threads, primarily with respect to cost and flexibility. Current state-of-the-art user-level threading and tasking models, however, are either too specific to applications or architectures or are not as powerful or flexible. In this paper, we present Argobots, a lightweight, low-level threading and tasking framework that is designed as a portable and performant substrate for high-level programming models or runtime systems. Argobots offers a carefully designed execution model that balances generality of functionality with providing a rich set of controls to allow specialization by the user or high-level programming model. We describe the design, implementation, and optimization of Argobots and present integrations with three example high-level models: OpenMP, MPI, and co-located I/O service. Evaluations show that (1) Argobots outperforms existing generic threading runtimes; (2) our OpenMP runtime offers more efficient interoperability capabilities than production OpenMP runtimes do; (3) when MPI interoperates with Argobots instead of Pthreads, it enjoys reduced synchronization costs and better latency hiding capabilities; and (4) I/O service with Argobots reduces interference with co-located applications, achieving performance competitive with that of the Pthreads version.  Drupal-Biblio 47    Guillaume Aupy  Yves Robert  Frederic Vivien   Assuming failure independence: are we right to be wrong?  The 3rd International Workshop on Fault Tolerant Systems (FTS)   2017   2017-09  IEEE  Honolulu, Hawaii  eng  This paper revisits the failure temporal independence hypothesis which is omnipresent in the analysis of resilience methods for HPC. We explain why a previous approach is incorrect, and we propose a new method to detect failure cascades, i.e., series of non-independent consecutive failures. We use this new method to assess whether public archive failure logs contain failure cascades. Then we design and compare several cascadeaware checkpointing algorithms to quantify the maximum gain that could be obtained, and we report extensive simulation results with archive and synthetic failure logs. Altogether, there are a few logs that contain cascades, but we show that the gain that can be achieved from this knowledge is not significant. The conclusion is that we can wrongly, but safely, assume failure independence!  Drupal-Biblio 47    Mark Gates  Jakub Kurzak  Piotr Luszczek  Yu Pei  Jack Dongarra   Autotuning Batch Cholesky Factorization in CUDA with Interleaved Layout of Matrices  Parallel and Distributed Processing Symposium Workshops (IPDPSW)   batch computation  Cholesky Factorization  data layout  GPU computing  numerical linear algebra   2017   2017-06  IEEE  Orlando, FL  eng  Batch matrix operations address the case of solving the same linear algebra problem for a very large number of very small matrices. In this paper, we focus on implementing the batch Cholesky factorization in CUDA, in single precision arithmetic, for NVIDIA GPUs. Specifically, we look into the benefits of using noncanonical data layouts, where consecutive memory locations store elements with the same row and column index in a set of consecutive matrices. We discuss a number of different implementation options and tuning parameters. We demonstrate superior performance to traditional implementations for the case of very small matrices.  Drupal-Biblio 10    Hartwig Anzt  Jack Dongarra  Goran Flegar  Enrique S. Quintana-Orti   Batched Gauss-Jordan Elimination for Block-Jacobi Preconditioner Generation on GPUs  Proceedings of the 8th International Workshop on Programming Models and Applications for Multicores and Manycores  PMAM'17   block-Jacobi preconditioner  Gauss-Jordan elimination  graphics processing units (GPUs)  iterative methods  matrix inversion  sparse linear systems   2017   2017-02    http://doi.acm.org/10.1145/3026937.3026940  ACM  New York, NY, USA  1–10  978-1-4503-4883-6  eng  In this paper, we design and evaluate a routine for the efficient generation of block-Jacobi preconditioners on graphics processing units (GPUs). Concretely, to exploit the architecture of the graphics accelerator, we develop a batched Gauss-Jordan elimination CUDA kernel for matrix inversion that embeds an implicit pivoting technique and handles the entire inversion process in the GPU registers. In addition, we integrate extraction and insertion CUDA kernels to rapidly set up the block-Jacobi preconditioner.

Our experiments compare the performance of our implementation against a sequence of batched routines from the MAGMA library realizing the inversion via the LU factorization with partial pivoting. Furthermore, we evaluate the costs of different strategies for the block-Jacobi extraction and insertion steps, using a variety of sparse matrices from the SuiteSparse matrix collection. Finally, we assess the efficiency of the complete block-Jacobi preconditioner generation in the context of an iterative solver applied to a set of computational science problems, and quantify its benefits over a scalar Jacobi preconditioner.  Drupal-Biblio 13    Terry Moore  Mark Asch   BDEC Pathways to Convergence: Toward a Shaping Strategy for a Future Software and Data Ecosystem for Scientific Inquiry  Innovative Computing Laboratory Technical Report   2017   2017-11    http://www.exascale.org/bdec/report  ICL-UT-17-08  University of Tennessee  eng  Drupal-Biblio 47    Mathieu Faverge  Julien Langou  Yves Robert  Jack Dongarra   Bidiagonalization and R-Bidiagonalization: Parallel Tiled Algorithms, Critical Paths and Distributed-Memory Implementation  IEEE International Parallel and Distributed Processing Symposium (IPDPS)   Algorithm design and analysis  Approximation algorithms  Kernel  Multicore processing  Shape  Software algorithms  Transforms   2017   2017-05  IEEE  Orlando, FL  eng  We study tiled algorithms for going from a "full" matrix to a condensed "band bidiagonal" form using orthog-onal transformations: (i) the tiled bidiagonalization algorithm BIDIAG, which is a tiled version of the standard scalar bidiago-nalization algorithm; and (ii) the R-bidiagonalization algorithm R-BIDIAG, which is a tiled version of the algorithm which consists in first performing the QR factorization of the initial matrix, then performing the band-bidiagonalization of the R- factor. For both BIDIAG and R-BIDIAG, we use four main types of reduction trees, namely FLATTS, FLATTT, GREEDY, and a newly introduced auto-adaptive tree, AUTO. We provide a study of critical path lengths for these tiled algorithms, which shows that (i) R-BIDIAG has a shorter critical path length than BIDIAG for tall and skinny matrices, and (ii) GREEDY based schemes are much better than earlier proposed algorithms with unbounded resources. We provide experiments on a single multicore node, and on a few multicore nodes of a parallel distributed shared- memory system, to show the superiority of the new algorithms on a variety of matrix sizes, matrix shapes and core counts.  Drupal-Biblio 5    Hartwig Anzt  Jack Dongarra  Mark Gates  Jakub Kurzak  Piotr Luszczek  Stanimire Tomov  Ichitaro Yamazaki   Bringing High Performance Computing to Big Data Algorithms  Handbook of Big Data Technologies   2017  Springer  978-3-319-49339-8  eng  Drupal-Biblio 13    Ahmad Abdelfattah  Konstantin Arturov  Cris Cecka  Jack Dongarra  Chip Freitag  Mark Gates  Azzam Haidar  Jakub Kurzak  Piotr Luszczek  Stanimire Tomov  Panruo Wu   C++ API for Batch BLAS  SLATE Working Notes   2017   2017-12  04, ICL-UT-17-12  University of Tennessee  eng  04  Drupal-Biblio 13    Mark Gates  Piotr Luszczek  Ahmad Abdelfattah  Jakub Kurzak  Jack Dongarra  Konstantin Arturov  Cris Cecka  Chip Freitag   C++ API for BLAS and LAPACK  SLATE Working Notes   2017   2017-06  02, ICL-UT-17-03  Innovative Computing Laboratory, University of Tennessee  eng  Revision 02-21-2018  02  Drupal-Biblio 13    Diana Fayad  Jakub Kurzak  Piotr Luszczek  Panruo Wu  Jack Dongarra   The Case for Directive Programming for Accelerator Autotuner Optimization  Innovative Computing Laboratory Technical Report   2017   2017-10  ICL-UT-17-07  University of Tennessee  eng  In this work, we present the use of compiler pragma directives for parallelizing autotuning of specialized compute kernels for hardware accelerators. A set of constructs, that include prallelizing a source code that prune a generated search space with a large number of constraints for an autotunning infrastructure. For a better performance we studied optimization aimed at minimization of the run time.We also studied the behavior of the parallel load balance and the speedup on four different machines: x86, Xeon Phi, ARMv8, and POWER8.  Drupal-Biblio 47    Li Han  Louis-Claude Canon  Henri Casanova  Yves Robert  Frederic Vivien   Checkpointing Workflows for Fail-Stop Errors  IEEE Cluster   2017   2017-09  IEEE  Honolulu, Hawaii  eng  We consider the problem of orchestrating the execution of workflow applications structured as Directed Acyclic Graphs (DAGs) on parallel computing platforms that are subject to fail-stop failures. The objective is to minimize expected overall execution time, or makespan. A solution to this problem consists of a schedule of the workflow tasks on the available processors and of a decision of which application data to checkpoint to stable storage, so as to mitigate the impact of processor failures. For general DAGs this problem is hopelessly intractable. In fact, given a solution, computing its expected makespan is still a difficult problem. To address this challenge, we consider a restricted class
of graphs, Minimal Series-Parallel Graphs (M-SPGS). It turns out that many real-world workflow applications are naturally structured as M-SPGS. For this class of graphs, we propose a recursive list-scheduling algorithm that exploits the M-SPG structure to assign sub-graphs to individual processors, and uses dynamic programming to decide which tasks in these sub-graphs should be checkpointed. Furthermore, it is possible to efficiently compute the expected makespan for the solution produced by this algorithm, using a first-order approximation of task weights and existing evaluation algorithms for 2-state probabilistic DAGs. We assess the performance of our algorithm for production workflow configurations, comparing it to (i) an approach in which all application data is checkpointed, which corresponds to the standard way in which most production workflows are executed today; and (ii) an approach in which no application data is checkpointed. Our results demonstrate that our algorithm strikes a good compromise between these two approaches, leading to lower checkpointing overhead than the former and to better resilience to failure than the latter.  Drupal-Biblio 21    Ichitaro Yamazaki  Mark Hoemmen  Piotr Luszczek  Jack Dongarra   Comparing performance of s-step and pipelined GMRES on distributed-memory multicore CPUs   2017   2017-07  SIAM Annual Meeting  Pittsburgh, Pennsylvania  eng  Drupal-Biblio 47    Guillaume Aupy  Anne Benoit  Loïc Pottier  Padma Raghavan  Yves Robert  Manu Shantharam   Co-Scheduling Algorithms for Cache-Partitioned Systems  19th Workshop on Advances in Parallel and Distributed Computational Models   Computational modeling  Degradation  Interference  Mathematical model  Program processors  Supercomputers  Throughput   2017   2017-05  IEEE Computer Society Press  Orlando, FL  eng  Cache-partitioned architectures allow subsections of the shared last-level cache (LLC) to be exclusively reserved for some applications. This technique dramatically limits interactions between applications that are concurrently executing on a multicore machine. Consider n applications that execute concurrently, with the objective to minimize the makespan, defined as the maximum completion time of the n applications. Key scheduling questions are: (i) which proportion of cache and (ii) how many processors should be given to each application? Here, we assign rational numbers of processors to each application, since they can be shared across applications through multi-threading. In this paper, we provide answers to (i) and (ii) for perfectly parallel applications. Even though the problem is shown to be NP-complete, we give key elements to determine the subset of applications that should share the LLC (while remaining ones only use their smaller private cache). Building upon these results, we design efficient heuristics for general applications. Extensive simulations demonstrate the usefulness of co-scheduling when our efficient cache partitioning strategies are deployed.  Drupal-Biblio 13    Heike Jagode   Dataflow Programming Paradigms for Computational Chemistry Methods  Innovative Computing Laboratory Technical Report   2017   2017-05    http://trace.tennessee.edu/utk_graddiss/4469/  ICL-UT-17-01  University of Tennessee  Knoxville, TN  The transition to multicore and heterogeneous architectures has shaped the High Performance Computing (HPC) landscape over the past decades. With the increase in scale, complexity, and heterogeneity of modern HPC platforms, one of the grim challenges for traditional programming models is to sustain the expected performance at scale. By contrast, dataflow programming models have been growing in popularity as a means to deliver a good balance between performance and portability in the post-petascale era. This work introduces dataflow programming models for computational chemistry methods, and compares different dataflow executions in terms of programmability, resource utilization, and scalability.


This effort is driven by computational chemistry applications, considering that they comprise one of the driving forces of HPC. In particular, many-body methods, such as Coupled Cluster methods (CC), which are the "gold standard" to compute energies in quantum chemistry, are of particular interest for the applied chemistry community. On that account, the latest development for CC methods is used as the primary vehicle for this research, but our effort is not limited to CC and can be applied across other application domains.


Two programming paradigms for expressing CC methods into a dataflow form, in order to make them capable of utilizing task scheduling systems, are presented. Explicit dataflow, is the programming model where the dataflow is explicitly specified by the developer, is contrasted with implicit dataflow, where a task scheduling runtime derives the dataflow. An abstract model is derived to explore the limits of the different dataflow programming paradigms.  PhD Dissertation (Computer Science)  Drupal-Biblio 17    Jakub Kurzak  Piotr Luszczek  Ichitaro Yamazaki  Yves Robert  Jack Dongarra   Design and Implementation of the PULSAR Programming System for Large Scale Computing  Supercomputing Frontiers and Innovations   2017    http://superfri.org/superfri/article/view/121/210  4  eng  The objective of the PULSAR project was to design a programming model suitable for large scale machines with complex memory hierarchies, and to deliver a prototype implementation of a runtime system supporting that model. PULSAR tackled the challenge by proposing a programming model based on systolic processing and virtualization. The PULSAR programming model is quite simple, with point-to-point channels as the main communication abstraction. The runtime implementation is very lightweight and fully distributed, and provides multithreading, message-passing and multi-GPU offload capabilities. Performance evaluation shows good scalability up to one thousand nodes with one thousand GPU accelerators.  1  Drupal-Biblio 47    Jack Dongarra  Sven Hammarling  Nicholas J. Higham  Samuel Relton  Pedro Valero-Lara  Mawussi Zounon   The Design and Performance of Batched BLAS on Modern High-Performance Computing Systems  International Conference on Computational Science (ICCS 2017)   Batched BLAS  BLAS  High-performance computing  Memory management  Parallel processing  Scientific computing   2017   2017-06  Elsevier  Zürich, Switzerland  eng  A current trend in high-performance computing is to decompose a large linear algebra problem into batches containing thousands of smaller problems, that can be solved independently, before collating the results. To standardize the interface to these routines, the community is developing an extension to the BLAS standard (the batched BLAS), enabling users to perform thousands of small BLAS operations in parallel whilst making efficient use of their hardware. We discuss the benefits and drawbacks of the current batched BLAS proposals and perform a number of experiments, focusing on a general matrix-matrix multiplication (GEMM), to explore their affect on the performance. In particular we analyze the effect of novel data layouts which, for example, interleave the matrices in memory to aid vectorization and prefetching of data. Utilizing these modifications our code outperforms both MKL1 CuBLAS2 by up to 6 times on the self-hosted Intel KNL (codenamed Knights Landing) and Kepler GPU architectures, for large numbers of double precision GEMM operations using matrices of size 2 × 2 to 20 × 20.  Drupal-Biblio 13    Jakub Kurzak  Panruo Wu  Mark Gates  Ichitaro Yamazaki  Piotr Luszczek  Gerald Ragghianti  Jack Dongarra   Designing SLATE: Software for Linear Algebra Targeting Exascale  SLATE Working Notes   2017   2017-10  03, ICL-UT-17-06  Innovative Computing Laboratory, University of Tennessee  eng  SLATE Working Notes  03  Drupal-Biblio 10    Reazul Hoque  Thomas Herault  George Bosilca  Jack Dongarra   Dynamic Task Discovery in PaRSEC- A data-flow task-based Runtime  ScalA17   data-flow  dynamic task-graph  parsec  task-based runtime   2017   2017-09    https://dl.acm.org/citation.cfm?doid=3148226.3148233  ACM  Denver  978-1-4503-5125-6  eng  Successfully exploiting distributed collections of heterogeneous many-cores architectures with complex memory hierarchy through a portable programming model is a challenge for application developers. The literature is not short of proposals addressing this problem, including many evolutionary solutions that seek to extend the capabilities of current message passing paradigms with intranode features (MPI+X). A different, more revolutionary, solution explores data-flow task-based runtime systems as a substitute to both local and distributed data dependencies management. The solution explored in this paper, PaRSEC, is based on such a programming paradigm, supported by a highly efficient task-based runtime. This paper compares two programming paradigms present in PaRSEC, Parameterized Task Graph (PTG) and Dynamic Task Discovery (DTD) in terms of capabilities, overhead and potential benefits.  Drupal-Biblio 47    Yiyang Zhao  Linnan Wan  Wei Wu  George Bosilca  Richard Vuduc  Jinmian Ye  Wenqi Tang  Zenglin Xu   Efficient Communications in Training Large Scale Neural Networks  ACM MultiMedia Workshop 2017   2017   2017-10  ACM  Mountain View, CA  eng  We consider the problem of how to reduce the cost of communication that is required for the parallel training of a neural network. The state-of-the-art method, Bulk Synchronous Parallel Stochastic Gradient Descent (BSP-SGD), requires many collective communication operations, like broadcasts of parameters or reductions for sub-gradient aggregations, which for large messages quickly dominates overall execution time and limits parallel scalability. To address this problem, we develop a new technique for collective operations, referred to as Linear Pipelining (LP). It is tuned to the message sizes that arise in BSP-SGD, and works effectively on multi-GPU systems. Theoretically, the cost of LP is invariant to P, where P is the number of GPUs, while the cost of more conventional Minimum Spanning Tree (MST) scales like O(logP). LP also demonstrate up to 2x faster bandwidth than Bidirectional Exchange (BE) techniques that are widely adopted by current MPI implementations. We apply these collectives to BSP-SGD, showing that the proposed implementations reduce communication bottlenecks in practice while preserving the attractive convergence properties of BSP-SGD.  Drupal-Biblio 17    Ahmad Abdelfattah  Azzam Haidar  Stanimire Tomov  Jack Dongarra   Factorization and Inversion of a Million Matrices using GPUs: Challenges and Countermeasures  Procedia Computer Science   2017   2017-06  108  606–615  eng  This paper presents new algorithmic approaches and optimization techniques for LU factorization and matrix inversion of millions of very small matrices using GPUs. These problems appear in many scientific applications including astrophysics and generation of block-Jacobi preconditioners. We show that, for very small problem sizes, design and optimization of GPU kernels require a mindset different from the one usually used when designing LAPACK algorithms for GPUs. Techniques for optimal memory traffic, register blocking, and tunable concurrency are incorporated in our proposed design. We also take advantage of the small matrix sizes to eliminate the intermediate row interchanges in both the factorization and inversion kernels. The proposed GPU kernels achieve performance speedups vs. CUBLAS of up to 6× for the factorization, and 14× for the inversion, using double precision arithmetic on a Pascal P100 GPU.  Drupal-Biblio 17    Ahmad Abdelfattah  Azzam Haidar  Stanimire Tomov  Jack Dongarra   Fast Cholesky Factorization on GPUs for Batch and Native Modes in MAGMA  Journal of Computational Science   GPU computing; Cholesky factorization; Batched execution   2017   2017-05  20  85–93  eng  This paper presents a GPU-accelerated Cholesky factorization for two different modes of operation. The first one is the batch mode, where many independent factorizations on small matrices can be performed concurrently. This mode supports fixed size and variable size problems, and is found in many scientific applications. The second mode is the native mode, where one factorization is performed on a large matrix without any CPU involvement, which allows the CPU do other useful work. We show that, despite the different workloads, both modes of operation share a common code-base that uses the GPU only. We also show that the developed routines achieve significant speedups against a multicore CPU using the MKL library, and against a GPU implementation by cuSOLVER. This work is part of the MAGMA library.  Drupal-Biblio 21    Hartwig Anzt  Collins, Gary  Jack Dongarra  Goran Flegar  Enrique S. Quintana-Orti   Flexible Batched Sparse Matrix Vector Product on GPUs   2017   2017-11  ScalA'17: 8th Workshop on Latest Advances in Scalable Algorithms for Large-Scale Systems  Denver, Colorado  eng  Drupal-Biblio 47    Hartwig Anzt  Gary Collins  Jack Dongarra  Goran Flegar  Enrique S. Quintana-Orti   Flexible Batched Sparse Matrix-Vector Product on GPUs  8th Workshop on Latest Advances in Scalable Algorithms for Large-Scale Systems (ScalA '17)   2017   2017-11  ACM Press  Denver, CO  eng  	
We propose a variety of batched routines for concurrently processing a large collection of small-size, independent sparse matrix-vector products (SpMV) on graphics processing units (GPUs). These batched SpMV kernels are designed to be flexible in order to handle a batch of matrices which differ in size, nonzero count, and nonzero distribution. Furthermore, they support three most commonly used sparse storage formats: CSR, COO and ELL. Our experimental results on a state-of-the-art GPU reveal performance improvements of up to 25X compared to non-batched SpMV routines.  Drupal-Biblio 17    Khairul Kabir  Azzam Haidar  Stanimire Tomov  Aurelien Bouteiller  Jack Dongarra   A Framework for Out of Memory SVD Algorithms  ISC High Performance 2017   2017   2017-06  158–178  eng  Many important applications – from big data analytics to information retrieval, gene expression analysis, and numerical weather prediction – require the solution of large dense singular value decompositions (SVD). In many cases the problems are too large to fit into the computer’s main memory, and thus require specialized out-of-core algorithms that use disk storage. In this paper, we analyze the SVD communications, as related to hierarchical memories, and design a class of algorithms that minimizes them. This class includes out-of-core SVDs but can also be applied between other consecutive levels of the memory hierarchy, e.g., GPU SVD using the CPU memory for large problems. We call these out-of-memory (OOM) algorithms. To design OOM SVDs, we first study the communications for both classical one-stage blocked SVD and two-stage tiled SVD. We present the theoretical analysis and strategies to design, as well as implement, these communication avoiding OOM SVD algorithms. We show performance results for multicore architecture that illustrate our theoretical findings and match our performance models.  Drupal-Biblio 47    Azzam Haidar  Ahmad Abdelfattah  Stanimire Tomov  Jack Dongarra   High-performance Cholesky Factorization for GPU-only Execution  Proceedings of the General Purpose GPUs (GPGPU-10)   2017   2017-02  ACM  Austin, TX  eng  We present our performance analysis, algorithm designs, and the optimizations needed for the development of high-performance GPU-only algorithms, and in particular, for the dense Cholesky factorization. In contrast to currently promoted designs that solve parallelism challenges on multicore architectures by representing algorithms as Directed Acyclic Graphs (DAGs), where nodes are tasks of fine granularity and edges are the dependencies between the tasks, our designs explicitly target manycore architectures like GPUs and feature coarse granularity tasks (that can be hierarchically split into fine grain data-parallel subtasks). Furthermore, in contrast to hybrid algorithms that schedule difficult to parallelize tasks on CPUs, we develop highly-efficient code for entirely GPU execution. GPU-only codes remove the expensive CPU-to-GPU communications and the tuning challenges related to slow CPU and/or low CPU-to-GPU bandwidth. We show that on latest GPUs, like the P100, this becomes so important that the GPU-only code even outperforms the hybrid MAGMA algorithms when the CPU tasks and communications can not be entirely overlapped with GPU computations. We achieve up to 4,300 GFlop/s in double precision on a P100 GPU, which is about 7-8× faster than high-end multicore CPUs, e.g., two 10-cores Intel Xeon E5-2650 v3 Haswell CPUs, where MKL runs up to about 500-600 Gflop/s. The new algorithm also outperforms significantly the GPU-only implementation currently available in the NVIDIA cuSOLVER library.  Drupal-Biblio 47    Anne Benoit  Franck Cappello  Aurelien Cavelan  Yves Robert  Hongyang Sun   Identifying the Right Replication Level to Detect and Correct Silent Errors at Scale  2017 Workshop on Fault-Tolerance for HPC at Extreme Scale   2017   2017-06  ACM  Washington, DC  eng  This paper provides a model and an analytical study of replication as a technique to detect and correct silent errors. Although other detection techniques exist for HPC applications, based on algorithms (ABFT), invariant preservation or data analytics, replication remains the most transparent and least intrusive technique. We explore the right level (duplication, triplication or more) of replication needed to efficiently detect and correct silent errors. Replication is combined with checkpointing and comes with two flavors: process replication and group replication. Process replication applies to message-passing applications with communicating processes. Each process is replicated, and the platform is composed of process pairs, or triplets. Group replication applies to black-box applications, whose parallel execution is replicated several times. The platform is partitioned into two halves (or three thirds). In both scenarios, results are compared before each checkpoint, which is taken only when both results (duplication) or two out of three results (triplication) coincide. If not, one or more silent errors have been detected, and the application rolls back to the last checkpoint. We provide a detailed analytical study of both scenarios, with formulas to decide, for each scenario, the optimal parameters as a function of the error rate, checkpoint cost, and platform size. We also report a set of extensive simulation results that corroborates the analytical model.  Drupal-Biblio 10    Ichitaro Yamazaki  Mark Hoemmen  Piotr Luszczek  Jack Dongarra   Improving Performance of GMRES by Reducing Communication and Pipelining Global Collectives  Proceedings of The 18th IEEE International Workshop on Parallel and Distributed Scientific and Engineering Computing (PDSEC 2017), Best Paper Award   2017   2017-06  Orlando, FL  eng  We compare the performance of pipelined and s-step GMRES, respectively referred to as l-GMRES and s-GMRES, on distributed multicore CPUs. Compared to standard GMRES, s-GMRES requires fewer all-reduces, while l-GMRES overlaps the all-reduces with computation. To combine the best features of two algorithms, we propose another variant, (l, t)-GMRES, that not only does fewer global all-reduces than standard GMRES, but also overlaps those all-reduces with other work. We implemented the thread-parallelism and communication-overlap in two different ways. The first uses nonblocking MPI collectives with thread-parallel computational kernels. The second relies on a shared-memory task scheduler. In our experiments, (l, t)-GMRES performed better than l-GMRES by factors of up to 1.67×. In addition, though we only used 50 nodes, when the latency cost became significant, our variant performed up to 1.22× better than s-GMRES by hiding all-reduces.  Drupal-Biblio 47    Azzam Haidar  Panruo Wu  Stanimire Tomov  Jack Dongarra   Investigating Half Precision Arithmetic to Accelerate Dense Linear System Solvers  ScalA17: 8th Workshop on Latest Advances in Scalable Algorithms for Large-Scale Systems   2017   11/2017  ACM  Denver, CO  eng  The use of low-precision arithmetic in mixed-precision computing methods has been a powerful tool to accelerate numerous scientific computing applications. Artificial intelligence (AI) in particular has pushed this to current extremes, making use of half-precision floating-point arithmetic (FP16) in approaches based on neural networks. The appeal of FP16 is in the high performance that can be achieved using it on today’s powerful manycore GPU accelerators, e.g., like the NVIDIA V100, that can provide 120 TeraFLOPS alone in FP16. We present an investigation showing that other HPC applications can harness this power too, and in particular, the general HPC problem of solving Ax = b, where A is a large dense matrix, and the solution is needed in FP32 or FP64 accuracy. Our approach is based on the mixed-precision iterative refinement technique – we generalize and extend prior advances into a framework, for which we develop architecture-specific algorithms and highly-tuned implementations that resolve the main computational challenges of efficiently parallelizing, scaling, and using FP16 arithmetic in the approach on high-end GPUs. Subsequently, we show for a first time how the use of FP16 arithmetic can significantly accelerate, as well as make more energy efficient, FP32 or FP64-precision Ax = b solvers. Our results are reproducible and the developments will be made available through the MAGMA library. We quantify in practice the performance, and limitations of the approach.  Drupal-Biblio 13    Ichitaro Yamazaki  Jack Dongarra   LAWN 294: Aasen's Symmetric Inde
