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Abstract— LU factorization is a key approach for solving large, dense systems of linear equations. Partial row pivoting is commonly used to ensure numerical stability; however, the data movement needed for the row interchanges can reduce performance. To improve this, we propose using threshold pivoting to find pivots almost as good as those selected by partial pivoting but that result in less data movement. Our theoretical analysis bounds the element growth similarly to partial pivoting; however, it also shows that the growth of threshold pivoting for a given matrix cannot be bounded by that of partial pivoting and vice versa. Additionally, we experimentally tested the approach on the Summit supercomputer. Threshold pivoting improved performance by up to 32% without a significant effect on accuracy. For a more aggressive configuration with up to one digit of accuracy lost, the improvement was as high as 44%.

I. INTRODUCTION

LU factorization is a key approach for solving large, dense, non-symmetric or symmetric-indefinite systems of linear equations that arise in various scientific and engineering applications. In general, pivoting is necessary for numerical stability. Usually, partial pivoting is used, whereby rows are swapped at each step to ensure that the diagonal entry is at least as large in magnitude as the entries below it. Unfortunately, arithmetic is significantly cheaper than data movement in modern supercomputers [1]. This makes exchanging rows relatively expensive, especially in distributed settings. To address this, we suggest a modification to partial pivoting that reduces the associated data movement while using pivots almost as large.

Before factoring the ith column, partial pivoting ensures that
\[ |A[i, i]| \geq |A[j, i]| \quad j = i, \ldots, n \] (1)
by conditionally swapping the ith row with one below it.

Threshold pivoting relaxes this constraint to
\[ |A[i, i]| \geq \tau |A[j, i]| \quad j = i, \ldots, n \] (2)
where \( 0 \leq \tau \leq 1 \) is a fixed parameter. This relaxation allows the selection of smaller pivot elements that are otherwise preferable. When \( \tau = 1 \), threshold pivoting is equivalent to partial pivoting. On the other hand, when \( \tau = 0 \), no numerical pivoting is applied. Threshold pivoting is common in sparse factorizations, primarily to avoid fill-in [2]. We propose using it in dense factorizations to reduce data movement.

II. RELATED WORK

Using threshold pivoting in dense factorization has received limited attention to date. The subject was primarily investigated by Malard in 1991 [3], followed by Hoffman and Potma a few years later [4]. Both works investigated the use of threshold pivoting to reduce inter-process communication in LU factorization on distributed systems and experimentally demonstrated both limited loss of accuracy and significant performance improvements. Unfortunately, both works were limited to \( \tau \geq 0.1 \) and random matrices of size \( n \leq 4096 \). Malard also tested dynamic pivoting, which changes the matrix distribution instead of exchanging rows between processes [5]. Dynamic pivoting still must exchange rows for load-balancing, which Malard unsuccessfully tried to improve using threshold pivoting. We extend these works in a few ways. First, we expand the algorithm to also reduce intra-process communication. Second, we show that the element growth, and thus backward error, of threshold pivoting cannot be predicted by that of partial pivoting on the same matrix. Third, our experiments for both performance and accuracy include a wider variety of matrices of much larger size, with a broader range of thresholds, on modern GPU-accelerated hardware.

The only other known uses of threshold pivoting for dense matrices are brief tests of either element growth [6] or accuracy [7]. Additionally, those experiments do not consider performance or matrices larger than \( n = 2048 \).

In contrast to dense factorizations, threshold pivoting is heavily used in sparse factorizations [2]. The cost of a sparse factorization directly depends on the number of nonzero entries. Thus, it can be beneficial to select pivots causing less fill-in even if (1) is not satisfied. The literature for sparse factorizations includes a wide range of threshold recommendations from \( 4^{-1} \) to \( 10^{-8} \); however, a threshold of \( 10^{-1} \) or \( 10^{-2} \) is commonly recommended as a general-purpose guideline [2], [8]. However, experiences from sparse solvers are not guaranteed to carry over to dense solvers. First, in sparse solvers, threshold pivoting is used almost entirely to improve the management of the nonzero structure. In dense solvers, on the other hand, the nonzero structure is always the same, but reducing row-swap overheads becomes the priority. Second, the solvers have significantly different performance profiles, with dense solvers having high arithmetic intensity for most of their kernels. Finally, sparse solvers are likely to have fewer rows that satisfy (2) since most elements are 0.

Finally, other work has developed communication-avoiding variants of LU factorization. Most notably, tournament pivoting computes an entire block of pivots in a single tree reduction [9]. Interestingly, experimental results indicate that for problems of size up to 8192, tournament pivoting sat-
is satisfied (2) with $\tau \approx 0.24$ [9]. As mentioned before, data movement can also be reduced by keeping rows on their original processes [5]. These two strategies were recently combined with a 2.5D matrix distribution in the C0/LUX algorithm [10]. Alternatively, completely removing pivoting and instead randomly preconditioning the matrix before factorization has shown to be effective [11], [12]. Compared to these approaches, threshold pivoting requires less programming effort and allows control over the deviation from partial pivoting. However, it also retains some downsides of partial pivoting, such as needing a distributed reduction for each column.

III. REDUCING DATA MOVEMENT WITH THRESHOLD PIVOTING

In a dense factorization, the matrix is usually distributed using a 2D block-cyclic mapping. In such distributions, the processes are organized into a $p \times q$ grid, and the matrix is divided into contiguous blocks. These blocks are cyclically assigned to processes, i.e., the $(i, j)$ block is assigned to the $(i \mod p, j \mod q)$ process. In these mappings, the pivot belongs to the same process as the diagonal element if and only if the corresponding rows can be exchanged without communicating between processes. So, the amount of communication can be fully determined with just the distribution of the pivot column. This equivalency, and thus the following theory, also holds for other distributions; however, this analysis may not hold for certain unusual distributions.

Using threshold pivoting to reduce the inter-process communication modifies only the pivot search of partial pivoting. For clarity’s sake, we call the process that owns the current diagonal element the root process. First, the entry with the maximum magnitude is found for each process’s local portion of the column, as in partial pivoting. Then, in the global reduction, the candidates from non-root processes are reduced by a factor of $\tau$, as shown in Figure 1. Thus, the selected pivot is the largest element from the root process if and only if that element satisfies (2). And, if the selected pivot is not from the root process, then it is the largest element globally.

Threshold pivoting can also reduce intra-process data movement by preferring the diagonal row over other rows on the root process. This extends the above procedure by adding another global reduction to check if the diagonal element already satisfies (2). These reductions can be done simultaneously in a single MPI_Allreduce, so the added overhead will be small [13]. Algorithm 1 shows this approach. The local panel search is unchanged from a regular code, as per Lines 3 through 6. The best local pivot candidate is recorded as $\ell$, and its value is recorded as $\alpha$. The threshold logic begins at Line 7. On most processes, $\ell$ will be the argument for both reductions. However, if $A[j, j]$ satisfies (2) for the elements of the root process, $j$ will be its argument for the first reduction. Both reductions scale the non-root values by $\tau$. If the first reduction yields $\ell$, then row $j$ is selected as the pivot. Otherwise, the result of the second reduction is selected as the pivot.

In Algorithm 1, $A[j, j]$ fulfills (2) if and only if it is the result of the first reduction because of Lines 9 and 12, respectively, for elements on the root process and on the non-root processes. Similarly, the maximum element from the root process satisfies (2) if and only if it is the result of the second maximization. Therefore, the selected pivot satisfies (2) while minimizing data movement. Even though the reductions differ only if the condition in Line 9 is true, that value is known only by the root process. So, we always compute both reductions.

Finally, this approach can be further extended to deeper hierarchies, such as using the network topology or distributing a column across multiple accelerators within a process. As before, each communication layer has a corresponding maximization where the non-local entries are penalized by a multiple of $\tau$. Then, the reductions are considered in order of cost. If any maximization gave a local entry, the smallest such entry is taken. Otherwise, the result of the final reduction is used. As before, this gives a pivot with minimal cost that satisfies (2). Additionally, this can model the communication for complex matrix distributions by grouping rows into layers based on the amount of communication required.

### Algorithm 1

```
1: procedure PANEL_SEARCH(A, j, $\tau$)
2: $\mathcal{O} \leftarrow$ local indices of $A[j:n, j]$
3: $\ell \leftarrow$ first entry in $\mathcal{O}$; $\alpha \leftarrow |A[\ell, j]|$
4: for $i \in \mathcal{O}$ do
5:     if $|A[i, j]| > \alpha$ then $\ell \leftarrow i$; $\alpha \leftarrow |A[\ell, j]|$
6: end for
7: $\ell_1 \leftarrow \ell$; $\ell_2 \leftarrow \ell$
8: if $j \in \mathcal{O}$ then $\triangleright$ If this is the root process
9:     if $|A[j, j]| \geq \tau|A[\ell, j]|$ then $\ell_1 \leftarrow j$
10: $\alpha_1 \leftarrow |A[\ell_1, j]|$; $\alpha_2 \leftarrow |A[\ell_2, j]|$
11: else
12:     $\alpha_1 \leftarrow \tau|A[\ell_1, j]|$; $\alpha_2 \leftarrow \tau|A[\ell_2, j]|$
13: end if
14: $\ell_1 \leftarrow$ global_argmax($\ell_1, \alpha_1$)
15: $\ell_2 \leftarrow$ global_argmax($\ell_2, \alpha_2$)
16: if $\ell_1 = j$ then return $\ell_1$
17: else return $\ell_2$
18: end procedure
```
IV. THEORETICAL BOUNDS FOR THRESHOLD PIVOTING

Gaussian elimination computes a solution, \( \hat{x} \), to the equation \( Ax = b \) such that
\[
(A + \Delta A)\hat{x} = b,
\]
\[
\|\Delta A\|_{\infty} \leq \frac{3n}{1-3n} (1 + 2(n^2 - n)\rho(A))\|A\|_{\infty},
\]
\[
\rho(A) = \max_{i,j,k} |A^{(k)}[i,j]| / \max_{i,j} |A[i,j]|
\]
where \( A^{(k)} \) is the matrix after factoring \( k \) columns, \( \rho(A) \) is called the growth factor and \( u \) is the unit roundoff for the floating-point format [14, Thm. 9.4, Lemma 9.6]. Because the \( n^3 \) factor is pessimistic in practice [15], we focus our theoretical analysis on the growth factor.

The growth factor of threshold pivoting can be bounded in a similar manner as the growth factor of partial pivoting. At step \( k \), let \( \alpha = \max_{i,j} |A^{(k)}[i,j]|. \) Then, the values computed in the \( k \)th Schur complement have a magnitude of at most \( \alpha + \tau^{-1} \alpha \). Applying this recursively gives
\[
\rho(A) \leq (1 + \tau^{-1})^{n-1}.
\]
This bound is tight and can be achieved with the matrix
\[
\begin{bmatrix}
\tau & 0 & \ldots & 0 & 1 \\
-1 & \tau & \ldots & 0 & 1 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
-1 & -1 & \ldots & \tau & 1 \\
-1 & -1 & \ldots & -1 & 1
\end{bmatrix},
\]
which is based on Wilkinson’s matrix with exponential growth in partial pivoting [16]. For \( \tau = 1, 0 \), (3) gives tight bounds on growth for partial pivoting and not pivoting, respectively.

Ideally, for a given matrix, the growth with threshold pivoting is bounded in terms of the growth with partial pivoting. Unfortunately, this bound is exponential in the matrix size and thus not meaningfully better than (3). We demonstrate with minor variations of Wilkinson’s matrix [16]. Let
\[
W_{\alpha,\beta} = \begin{bmatrix}
1 + \alpha & 0 & \ldots & 0 & 1 \\
-1 & 1 & \ldots & 0 & 1 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
-1 - \beta & -1 & \ldots & -1 & 1 \\
-1 - \beta & -1 & \ldots & -1 & 1 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
1 + \alpha & 0 & \ldots & 0 & 1
\end{bmatrix}
\]
and
\[
\Omega_{\alpha,\beta} = \begin{bmatrix}
2 & 1 & \ldots & 1 & 0 \\
0 & 2 & \ldots & 1 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \ldots & 2 & 0 \\
-1 - \delta & -1 - \delta & \ldots & -1 - \delta & 2 + \delta
\end{bmatrix}.
\]

These matrices differ only in the exchange of the first and last rows. Let \( 0 < \tau < 1 \) and \( 0 < \delta < \max(\tau^{-1} - 1, 1) \). Assume the diagonal element is selected as the pivot if it satisfies (1) or (2), as appropriate. Then, apply partial pivoting and threshold pivoting to \( W_{\alpha,\beta} \) and \( \Omega_{\alpha,\beta} \). For both matrices, partial pivoting will exchange the first and last rows at the first step (giving \( \Omega_{\alpha,\beta} \) and \( W_{\alpha,\beta} \)), while threshold pivoting will not. We show below that the growth is exponential for \( W_{\alpha,\beta} \) and \( \Omega_{\alpha,\beta} \) but constant for \( \Omega_{\alpha,\beta} \) and \( \Omega_{\alpha,\beta} \). Hence, the growth of threshold pivoting is not meaningfully bounded by that of partial pivoting, and vice versa. These drastic differences likely relate to Trefethen’s conjecture that exponential growth is rare for partial pivoting because such growth “correspond[s] to unstable ‘modes’ that are themselves somehow unstable” [17].

A. Growth of \( W_{\alpha,\beta} \) and \( \Omega_{\alpha,\beta} \)

First, consider \( W_{\alpha,\beta} \) and \( \Omega_{\alpha,\beta} \). Because the upper triangular part is mostly 0 for both, \( \delta \) appears only in the last column after the first Schur complement. So, the factorization will not pivot, as per Wilkinson’s matrix. Because the \( \delta \) in \( W_{\alpha,\beta} \) occurs in the last row, it increases only the \((n, n)\) element by \( \delta \). Thus, the growth of \( W_{\alpha,\beta} \) is
\[
(1 + \delta)^{-1}(2^{n-1} + \delta) \approx 2^{n-1}.
\]
For \( W_{\alpha,\beta} \), all entries in the last column are \((2 + \delta)/(1 + \delta)\) after the first Schur complement. Then, the elements in the last column double at each step, as per Wilkinson’s matrix. Thus, the growth of \( W_{\alpha,\beta} \) is
\[
(1 + \delta)^{-2}(2 + \delta)2^{n-2} \approx 2^{n-2}.
\]

B. Growth of \( \Omega_{\alpha,\beta} \)

Next, consider \( \Omega_{\alpha,\beta} \). We define \( \Omega_{\alpha,\beta}^{(k)} \) to be the matrix after \( k \) steps of elimination on \( \Omega_{\alpha,\beta} \). For notational simplicity, the indices are offset by \( k \), i.e., the lower-right most element is always \( \Omega_{\alpha,\beta}^{(k)}[n, n] \). The first row of \( U \) is trivially all 1, while the first column of \( L \) is all 1 except for the last element, which is \(-1 - \delta\). Applying the first Schur complement gives
\[
\Omega_{\alpha,\beta}^{(1)} = \begin{bmatrix}
2 & 1 & \ldots & 1 & 0 \\
0 & 2 & \ldots & 1 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \ldots & 2 & 0 \\
-1 - \delta & -1 - \delta & \ldots & -1 - \delta & 2 + \delta
\end{bmatrix}.
\]

For \( 2 \leq k < i, j \leq n \), if no further pivoting occurs,
\[
\Omega_{\alpha,\beta}^{(k)}[i, j] = \frac{\det \Omega_{\alpha,\beta}^{(k)}[2:k \cup \{i\}, 2:k \cup \{j\}]}{\det \Omega_{\alpha,\beta}^{(1)}[2:k, 2:k]}.
\]

by Gantmacher’s determinant formula for Gaussian Elimination [18, p. 26]. Because \( \Omega_{\alpha,\beta}^{(1)}[2:k, 2:k] \) is upper triangular, its determinant is \( 2^{k-1} \). The bound for the numerator is separated into six cases, depending on the position of \( A[i, j] \) in the matrix. The first three cases correspond to on, below, and above the diagonal in the upper triangular part. The latter three cases correspond to on, below, and above the diagonal in the last row/column.

Case 1: \( i = j < n \). Since \( \Omega_{\alpha,\beta}^{(1)}[2:k \cup \{i\}, 2:k \cup \{j\}] \) equals the \( k + 1 \) leading principal submatrix,
\[
\det \Omega_{\alpha,\beta}^{(1)}[2:k \cup \{i\}, 2:k \cup \{j\}] = \det \Omega_{\alpha,\beta}^{(1)}[2:k + 1, 2:k + 1] = 2^{k}.
\]
Case 1: \(i = j < n\). The sub-diagonal elements in the first column can be eliminated by adding the first row times \(\chi_1 = \delta/(2 + \delta)\) to the subsequent rows, giving
\[
\begin{bmatrix}
2 + \delta & 1 & \cdots & 1 \\
0 & 2 + \delta + \gamma_1 & 1 + \gamma_1 & \cdots & 1 + \gamma_1 \\
0 & -\delta + \gamma_1 & 2 + \delta + \gamma_1 & \cdots & 1 + \gamma_1 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & -\delta + \gamma_1 & -\delta + \gamma_1 & \cdots & 2 + \delta + \gamma_1 \\
\end{bmatrix}
\]
where \(\gamma_1 = \chi_1\). Then, the sub-diagonal elements in the second column can be eliminated by adding the second row times \(\chi_2 = (\delta - \gamma_1)/(2 + \delta + \gamma_1)\) to the subsequent rows, giving
\[
\begin{bmatrix}
2 + \delta & 1 & \cdots & 1 \\
0 & 2 + \delta + \gamma_1 & 1 + \gamma_1 & \cdots & 1 + \gamma_1 \\
0 & 0 & 2 + \delta + \gamma_2 & \cdots & 1 + \gamma_2 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & -\delta + \gamma_2 & \cdots & 2 + \delta + \gamma_2 \\
\end{bmatrix}
\]
with \(\chi_0 = 0\) and \(\gamma_0 = 0\). Note that
\[
\gamma_{\ell} = \gamma_{\ell - 1}(2 + \delta + \gamma_{\ell - 1} + (\delta - \gamma_{\ell - 1})(1 + \gamma_{\ell - 1})) \\
= \delta + \gamma_{\ell - 1} + 2\delta\gamma_{\ell - 1} \\
= 2 + \delta + \gamma_{\ell - 1}.
\]

If \(\gamma_{\ell - 1} = 0\), then \(\gamma_{\ell} = \delta/(2 + \delta)\). And if \(\gamma_{\ell - 1} = \delta\), then \(\gamma_{\ell} = \delta\). Furthermore, it is straightforward to show that the partial derivative of \(\gamma_{\ell}\) with respect to \(\gamma_{\ell - 1}\) is positive. Thus, if \(\gamma_{\ell - 1} \in [0, \delta]\), then \(\gamma_{\ell} \in [0, \delta]\). Hence, \(\gamma_{\ell} \in [0, \delta]\) for all \(\ell\).

Thus,
\[
det \Omega_{03}^{(1)}[2, k \cup \{i\}, 2, k \cup \{j\}] = \prod_{\ell=0}^{k-1} (2 + \delta + \gamma_{\ell}) \quad \text{and} \quad det \Omega_{03}^{(1)}[2, k, 2, k] = \prod_{\ell=0}^{k-2} (2 + \delta + \gamma_{\ell}).
\]

Hence,
\[
\Omega_{03}^{(k)}[i, j] = \frac{\prod_{\ell=0}^{k-1} (2 + \delta + \gamma_{\ell})}{(1 + \delta) \prod_{\ell=0}^{k-2} (2 + \delta + \gamma_{\ell})} = \frac{2 + \delta + \gamma_{k+1}}{1 + \delta},
\]
and
\[
2 + \delta \leq \Omega_{03}^{(k)}[i, j] \leq 2.
\]

Case 2: \(i < j < n\). The second case is similar to the first, except the lower-right element starts as 1 and becomes 1 + \(\gamma_{k-2}\) after eliminating the sub-diagonal elements. So,
\[
\Omega_{03}^{(k)}[i, j] = \frac{(1 + \gamma_{k-2}) \prod_{\ell=0}^{k-2} (2 + \delta + \gamma_{\ell})}{(1 + \delta) \prod_{\ell=0}^{k-2} (2 + \delta + \gamma_{\ell})} = \frac{1 + \gamma_{k-2}}{1 + \delta},
\]
and
\[
1 + \delta \leq \Omega_{03}^{(k)}[i, j] \leq 1.
\]
Case 4: $i = j = n$. The same process can be applied, except with the multiples for the last row being scaled by $\delta^{-1}$. Hence,

$$
\Omega_{03}^{(k)}[i, j] = \frac{2 + \delta + \delta^{-1}\gamma_{k-1}}{1 + \delta} \prod_{\ell=0}^{k-3} (2 + \delta + \gamma_{\ell}) = \frac{2 + \delta + \delta^{-1}\gamma_{k-1}}{1 + \delta},
$$

and

$$
\frac{2 + \delta}{1 + \delta} \leq \Omega_{03}^{(k)}[i, j] \leq \frac{3 + \delta}{1 + \delta}.
$$

Case 5: $i < j = n$. The fifth case is almost identical to the second, except the last column, and thus the numerator, is scaled by $\delta^{-1}$. So,

$$
\frac{\delta}{1 + \delta} \leq \Omega_{03}^{(k)}[i, j] \leq \delta.
$$

Case 6: $j < i < n$. Sub-diagonal elements in all but the last row may be eliminated without changing the determinant similar to before. Because the final row is all $-1$, multiplying it by $1 + \gamma_{\ell}$ and adding it to the $i$th row zeros out the upper triangular part, but leaves $1 + \delta$ on the diagonal. So,

$$
\Omega_{03}^{(k)}[i, j] = \frac{(1 + \delta)^{k-2}(-1)}{(1 + \delta) \prod_{\ell=0}^{k-3} (2 + \delta + \gamma_{\ell})} = \frac{-1}{(2 + \delta)^{k-1}},
$$

and

$$
\frac{-1}{(2 + \delta)^{k-1}} \leq \Omega_{03}^{(k)}[i, j] \leq \frac{1}{(2 + \delta)^{k-1}}.
$$

Hence, the off-diagonal elements are always strictly less than the diagonal elements, ensuring that no pivoting occurs after the first step. Therefore,

$$
\rho(\Omega_{03}) = \frac{(3 + \delta)/(1 + \delta)}{1 + \delta} = \frac{3 + \delta}{(1 + \delta)^2} \leq 3.
$$

\[\square\]

V. Experimental Results

We tested threshold pivoting using the SLATE (Software for Linear Algebra Targeting Exascale) library, a dense linear algebra library targeting distributed, heterogeneous systems [19]. We implemented both strategies proposed in Section III as modifications of SLATE’s existing LU factorization with partial pivoting [20]. The threshold is controlled through the options argument, demonstrating a backward-compatible addition of threshold pivoting to an existing LU factorization code.

Ten matrices were tested, five random and five structured, all of order 225,000. The random matrices were: (1) rand (entries uniformly distributed on $[0,1]$), (2) randn (entries normally distributed), (3) randn (entries uniformly distributed on $[-1,1]$), (4) randd (entries randomly selected from $\{0,1\}$), and (5) rand+ni which is rand plus $n$ times the identity (making it diagonally dominant). The structured matrices came from the MATLAB gallery: (6) circul, (7) fiedler, (8) orthog, (9) riemann, and (10) ris.

A. Experimental Setup

We tested our approach on eight nodes of the Summit supercomputer at Oak Ridge National Laboratory. Each node contains two 22-core IBM POWER9 CPUs, with one core per CPU reserved for the OS, and six NVIDIA Volta V100 GPUs. Most of the computational power comes from the GPUs, each providing 7.8 TFLOP/s, 16 GB High Bandwidth Memory (HBMM), and 900 GB/s memory bandwidth. Each CPU provides 540 GFLOP/s, 256 GB DDR4 memory, and 170 GB/s memory bandwidth. NVIDIA NVLink provides a bidirectional 50 GB/s between components in a socket. A dual-rail EDR InfiniBand network connects the nodes.

Our code has been released in SLATE, with this specific version available at https://zenodo.org/record/6972268. Our software stack included GCC 9.1.0, CUDA 11.0.3, IBM Spectrum MPI 10.4.0.3-20210112, IBM ESSL 6.1.0-2, Netlib LAPACK 3.8.0, Netlib ScalAPACK 2.1.0, and PAPI 6.0.0.1 [21].

Because MPI and BLAS libraries often do initialization that is reused in subsequent calls, warm-up tests of size 5000 were run before the reported tests. Hyperthreading was disabled with the smt1 mode. The tests were run with jsrun -n 16 -a 1 -c 21 -g 3 -b packed:21 -d packed, which runs 16 MPI ranks over 8 nodes, with 21 cores and 3 GPUs per MPI rank. We measured performance and accuracy with SLATE’s test code; however, we scaled the accuracy in the output by $n$ to compensate for a division by $n$ in SLATE’s test code. The flags --origin h --target d --seed 42 --seedB 24 --ref n --check y --nb 896 --ib 32 --panel-threads 18 --lookahead 3 --grid 4x4 --dim 5000,225000 were always used; the --matrix and --piv-thresh flags were set as appropriate. The ibmpowersrv-isa-0000.System.energy11_input event was used to measure a node’s cumulative energy usage.

B. Effects on Performance and Accuracy

First, we reduced just the inter-process exchanges with the approach from Figure 1. Various thresholds were tested on rand+ni, rand, and orthog. We ran each test three times, measuring the time to solve a double-precision system of equations with ten right-hand sides, and summarized the result with the mean and 95% confidence interval shown in Figure 2. First, the relative times for $\tau = 1$ of rand and orthog compared to rand+ni (which doesn’t pivot) imply that slightly over half the time is spent exchanging rows. This supports our motivation to avoid data movement.
consider how changing $\tau$ affected the performance for each matrix. The rand+nI matrix was unaffected by the threshold; this is expected since partial pivoting selects diagonal pivots for diagonally dominant matrices. The rand matrix received a 46% speedup and a negligible effect on accuracy going from $\tau = 1$ to $\tau = 2^{-1}$, but further reductions in the threshold had little effect on either performance or accuracy. Even with $\tau = 0$, the time for the random matrix was 47% larger than for the diagonally dominant matrix; this indicates that intra-node row swaps contribute a significant overhead. The orthog matrix had significant reductions in accuracy as $\tau$ decreased and, for $\tau \geq 10^{-4}$, minimal increase in performance. However, the accuracy for $\tau = 2^{-1}$ was almost that of $\tau = 1$. So, for these matrices, $\tau = 2^{-1}$ does not degrade accuracy while sometimes improving performance.

Because the best performances achieved for rand and orthog were significantly below that of rand+nI, we repeated the previous experiment except avoiding both inter- and intra-process row swaps using Algorithm 1. Figure 3 shows the results. Avoiding both types of data movement allows the best-case performance to match that of the diagonally dominant case. However, the error increased as the tolerance was reduced. For rand, $\tau = 2^{-1}$ provided equal accuracy and a 31% reduction in runtime compared to partial pivoting, while $\tau = 10^{-2}$ provided equal performance and a 4-digit improvement in error compared to never exchanging rows. This provides a useful selection of $\tau$, depending on the relative importance of performance and accuracy. On the other hand, orthog saw only a 6% improvement in performance compared to partial pivoting for $\tau = 2^{-1}$, although the effect on accuracy was still negligible. Even when the tolerance was as low as $\tau = 10^{-4}$, the improvement was merely 12%, but the error increased to $1.6 \cdot 10^{-9}$. This demonstrates that threshold pivoting will not consistently improve performance, although high accuracy was still obtained with large tolerance values. Compared to Figure 2, the results for $\tau = 1$ had a slight reduction in performance. However, because the corresponding confidence intervals overlap, this may stem from system noise. Furthermore, the difference was only a few percent, so even if the difference is entirely due to the increased complexity of pivot selection, the overhead is insignificant.

With the successes of $\tau = 2^{-1}$ and $\tau = 10^{-1}$ in the previous experiment, we compared the performance and accuracy of the remaining matrices for those thresholds and $\tau = 1$ (i.e., partial pivoting). For reference, we also factored rand+nI with an LU factorization optimized with the assumption that it will not pivot (SLATE’s gesv_nopiv); this routine has increased parallelism and better GPU utilization but risks catastrophic numerical failure if the matrix is not diagonally dominant. Figure 4 shows the results. The added random matrices behave similarly to rand. However, three of the added structured matrices saw significant performance improvements with minimal reduction in accuracy, unlike orthog. Furthermore, two of the three (circul and fiedler) achieved performance equivalent to the diagonally dominant matrix for the smallest threshold. The last structured matrix (ris) was unaffected by the tested tolerance values; this likely stems from the entries being very small except along the anti-diagonal, which limits the available pivots for the moderate thresholds we tested. Interestingly, one matrix (circul) had higher accuracy for $\tau = 2^{-1}$ than for $\tau = 1$; this reflects the observation in Section IV that the accuracy of threshold pivoting can, on
C. Effects on Energy Consumption

In light of the performance improvements, we tested the effect of this strategy on energy consumption. Because the runtime overhead of the intra-process exchanges was significant, only the two-layer formulation was considered for the energy consumption. We provide the results as the energy consumed to solve the system in Joules. Another metric is the "flops per watt", which is used by benchmarks such as the TOP500 [22], [23], Green500 [24], and SPEC Power [25] lists, as well as supercomputing power consumption research [26], [27]. This metric divides the performance in GFLOP/s by the average power usage in Watts, resulting in an efficiency metric measured in (GFLOP/s)/W. However, this is inversely proportional to the total energy for a fixed \( n \), so we provide only the latter. For the tested size, \( n = 225 000 \), using 1 MJ to solve a system is equivalent to achieving 7.59 (GFLOP/s)/W.

Figure 5 shows the effect of varying \( \tau \) on energy usage for the rand+nI, rand, and orthog matrices (cf. Figure 3), while Figure 6 shows the effect of threshold pivoting on energy for all ten matrices (cf. Figure 4). The effect on energy consumption shows similar trends as runtime for both experiments, albeit with less relative improvement. This smaller improvement likely stems from the inability to remove the energy usage of tasks by parallelizing them, unlike runtime.

VI. CONCLUSIONS AND FUTURE WORK

Our results demonstrate that threshold pivoting can significantly improve the performance of LU factorization without a noticeable loss of accuracy. This improvement can be realized with only minor modifications to existing partial pivoting codes, making it a worthwhile addition to libraries. Because
\( \tau = 1 \) gives partial pivoting, threshold pivoting with a user-controlled threshold can replace a separate partial pivoting code. This can even be done in a backward-compatible manner, as is demonstrated in our implementation. Like previous works, our results indicate \( \tau = 2^{-1} \) is a reasonable starting recommendation which can be improved for specific classes of matrices and applications through experiment.

This work can be extended in multiple ways. First, as discussed in Section III, the idea could be applied to deeper communication hierarchies. Next, we used a single threshold, but interchanging local rows is cheaper than interchanging remote rows. So, using different thresholds at different levels could expose better tradeoffs between performance and accuracy. Because the results varied with the matrix, it would be valuable to test the approach on linear systems from real applications as well. In light of our results reducing intra-node pivoting and previous work on the cost of row exchanges on single node systems [28], this approach may prove to be beneficial in non-distributed settings as well. Finally, this approach may also be beneficial in other dense factorizations. Symmetric pivoting is complicated in a tiled layout [29]. But, pivots within the diagonal tile do not involve inter-tile exchanges, so preferring those entries could reduce the cost.
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SUMMARY OF THE EXPERIMENTS REPORTED

Our experiments used modified versions of the SLATE linear algebra library. Two versions were used, one that only reduces inter-process communication and one that reduces both inter-process and intra-process communication. In both cases, the tests were run using SLATE’s test code which captures accuracy, and performance. The test code was also modified to use PAPI to capture the events specified by the PAPI_EVENTS environmental variable (which was set to ibmpowernv-isa-0000.System.energy11_input in our experiments).

We ran our experiments on eight nodes of the Summit supercomputer at Oak Ridge National Laboratory. This system has two 22-core IBM POWER9 CPUs and six NVIDIA Volta V100 GPUs per node. Our software stack included GCC 9.1.0, CUDA 11.0.3, IBM Spectrum MPI 10.4.0.3-20210112, IBM ESSL 6.1.0-2, Netlib LAPACK 3.8.0, Netlib ScaLAPACK 2.1.0, and PAPI 6.0.0.1.

Hyperthreading was disabled with Summit’s smt1 mode. The tests were run with jsrun -n 16 -a 1 -c 21 -g 3 -b packed:21 -d packed, which runs 16 MPI ranks over 8 nodes, with 21 cores and 3 GPUs per MPI rank. We measured performance and accuracy with SLATE’s test code; the accuracy was scaled by $n$ to convert to the desired error formula. The flags --origin h --target d --seed 42 --seedB 24 --ref n --check y --nb 896 --ib 32 --panel-threads 18 --lookahead 3 --grid 4x4 --dim 5000,225000 were always used; the --matrix and --piv-thresh flags were set as appropriate.

AUTHOR-CREATED OR MODIFIED ARTIFACTS:

Artifact 1

Persistent ID: https://zenodo.org/record/6972268
Artifact name: Experiment sources and results.

Reproduction of the artifact without container: The following dependencies should be installed and added to the compiler path:

(1) GCC 9.1.0
(2) CUDA 11.0.3
(3) IBM Spectrum MPI 10.4.0.3-20210112
(4) IBM ESSL 6.1.0-2
(5) Netlib LAPACK 3.8.0
(6) Netlib ScaLAPACK 2.1.0, and
(7) PAPI 6.0.0.1.

We obtained all but the last using Summit’s modules. We compiled PAPI from source from tag papi-6-0-0-1-t. PAPI was configured with the --with-component lmsensors flag to provide the aforementioned energy event.

SLATE was then compiled using the make -j8 test command. A submission script for Summit is provided; although, paths and project accounts may need to be adjusted as appropriate. The script should be easily convertible to other systems. The same script can be used for both variants of SLATE. Note that, due to job length limits, the experiments are broken into two groups: the one for the 3-matrix tests, and one for the many-matrix tests.