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MATRIX ALGEBRA ON GPU AND MULTICORE ARCHITECTURES (MAGMA) is a collection of next-generation linear algebra libraries for heterogeneous architectures.
MAGMA is designed and implemented by the team that developed LAPACK and ScaLAPACK, incorporating the latest developments in hybrid
synchronization-avoiding and communication-avoiding algorithms, as well as dynamic runtime systems. Interfaces for the current LAPACK and BLAS
standards are supported to enable computational scientists to seamlessly port any linear algebra-reliant software components to heterogeneous
architectures. MAGMA allows applications to fully exploit the power of current heterogeneous systems of multi/many-core CPUs and multiple GPUs to
deliver the fastest possible time to accurate solution within given energy constraints.

HYBRID ALGORITHMS

MAGMA uses a hybridization methodology, where algorithms of interest are split into tasks of varying
granularity, and their execution is scheduled over the available hardware components. Scheduling can be
static or dynamic. In either case, small non-parallelizable tasks, often on the critical path, are scheduled on
the CPU, and larger more parallelizable ones, often Level-3 BLAS, are scheduled on the GPU. When CPU-GPU
communication overhead becomes significant, the entire computation might run exclusively on the GPU,

leading to what is termed as "GPU-native algorithms".
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MAGMA LU factorization in double-precision arithmetic
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FEATURES AND SUPPORT
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MAGMA BATCHED Batched factorization of a set of small matrices

in parallel

Performance of Batch QR

Applicationsl/Libraries double-precision arithmetic on 1thousand matrices
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